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Figure ��� Performances of the rules evolved with the proportional�
�tness function� Only the elite rules from generation ��� �merged
together from 	� runs
 are included in this histogram� The mean
performance in each bin �open diamonds
� and the best performance
in each bin �black squares
 is plotted�

��� Using Performance as the Fitness Criterion

Can the GA evolve better�performing rules on this task� To test this� we carried out an
additional experiment in which performance as de�ned in the previous section is the �tness
criterion� As before� at each generation each rule is tested on ��� initial con�gurations that
are uniformly distributed over density values� However� in this experiment� a rule�s �tness
is the fraction of initial con�gurations that are correctly classi�ed� An initial con�guration
is considered to be incorrectly classi�ed if any bits in the �nal lattice are incorrect� Aside
from this modi�ed �tness function� everything about the GA remained the same as in the
proportional��tness experiments� We performed �� runs of the GA for 	�� generations each�
The results are given in Figure 	
� which gives a histogram plotting the frequencies of the
elite rules from generation 	�� of all �� runs as a function of �� As can be seen� the shape
of the histogram again has two peaks centered around a dip at � � 	��� This shape results
from the same symmetry�breaking e
ect that occurred in the proportional��tness case� these
runs also evolved essentially the same strategies as the epoch�� strategies described earlier�
The best and mean performances here are comparable to the best performances in the
proportional��tness case� the best performances found here are � �����

The performance as a function of ���� for one of the best rules evolved with performance
�tness is plotted in Figure 	�� for lattice sizes of 	�� �the lattice size used for testing the
rules in the GA runs�� ���� and ���� This rule has � � ����� and its strategy is similar to
that shown in Figure 	�� it increases su�ciently large blocks of adjacent or nearly adjacent
��s� We used the same procedure to make these plots as was described earlier for Figure ��
As can be seen� the performance according to this measure is signi�cantly worse than that
of the GKL rule �cf� Figure ��� especially on larger lattice sizes� The worst performances for
the larger lattice sizes are centered slightly above � � ���� On such initial conditions the CA
should relax to a �xed point of all 	�s� but more detailed inspection of these results revealed
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Figure ��� Results from our experiment with performance as the
�tness criterion� The histogram plots the frequencies of elite rules
merged from the �nal generations �generation ���
 of 	� runs in which
the performance��tness function was used�

that on almost every initial condition with � slightly above ���� the CA is relaxing to a �xed
point of all ��s� This is a result of this rule�s strategy of increasing �su�ciently large� blocks
of ��s� the appropriate size to increase was evolved for a lattice with N � 	��� With larger
lattices� the probability of such blocks in initial conditions with � � ��� increases� and the
closer the � of such initial conditions to ���� the more likely such blocks are to occur� In the
CA we tested with N � ��� and N � ���� such blocks occured in most initial conditions
with � slightly above ���� and these initial conditions were always classi�ed incorrectly� This
shows that keeping the lattice size �xed during GA evolution can lead to over��tting for the
particular lattice size� We plan to experiment with varying the lattice size during evolution
in an attempt to prevent such over��tting�

��� Adding A Diversity�Enforcement Mechanism

The description given above of the four epochs in the GA�s search explains the results of
our experiment� but it does not explain the di
erence between our results and those of the
original experiment reported in ����� One di
erence between our GA and the original was
the inclusion in the original of a diversity�enforcement scheme that penalized newly formed
rules that were too similar in Hamming distance to existing rules in the population� To
test the e
ect of this scheme on our results� in one set of experiments we included a similar
scheme� In our scheme� every time a new string is created through crossover and mutation�
the average Hamming distance between the new string and the elite strings�the �� strings
that are copied unchanged�is measured� If this average distance is less than ��� of the
string length �here �� bits�� then the new string is not allowed in the new population� New
strings continue to be created through crossover and mutation until �� new strings have met
this diversity criterion� We note that many other diversity�enforcement schemes have been
developed in the GA literature� e�g�� �crowding� ����

The results of this experiment are given in Figure 	�� The histogram in that �gure
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Figure �
� Performance of one of the best rules evolved using perfor�
mance �tness� plotted as a function of ���
� Performance plots are
given for three lattice sizes� ��� �the size of the lattice used in the
GA runs
� ���� and ���� This rule has � � �����
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Figure ��� Results from our experiment in which a diversity�
enforcement mechanism was added to the GA� The histogram plots
the frequencies of rules merged from the entire population at genera�
tion ��� of �� runs with the diversity�enforcement scheme�
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represents the merged rules from the entire population at generation 	�� of �� runs of the
GA� using the proportional��tness function and our diversity�enforcement scheme� As can
be seen� the histogram in this �gure is very similar to that in Figure ��b�� The only major
di
erence is the signi�cantly lower mean �tness in the middle and leftmost bins� which results
from the increased requirement for diversity in the �nal non�elite population� We conclude
that the use of a similar diversity�enforcement scheme was not responsible for the di
erence
between the results from ���� and our results�

��� Di�erences Between Our Results and the Original Experiment

As was seen in Figure ��b�� our results are strikingly di
erent from those reported in �����
These experimental results� along with the theoretical argument that the most successful
rules for this task should have � close to 	��� lead us to conclude that the interpretation of
the original results as giving evidence for the hypotheses concerning evolution� computation�
and � is not correct� However� we do not know what accounted for the di
erences between
our results and those obtained in the original experiment� We speculate that the di
erences
are due to additional mechanisms in the GA used in the original experiment that were not re�
ported in ����� For example� the original experiment included a number of additional sources
of randomness� such as the regular injection of new random rules at various � values and a
much higher mutation rate than that in our experiment ����� These sources of randomness
may have slowed the GA�s search for high��tness rules and prevented it from converging on
rules close to � � 	��� Our experimental results and theoretical analysis give strong reason
to believe that the clustering close to �c seen in Figure �� is an artifact of mechanisms in the
particular GA that was used rather than a result of any computational advantage conferred
by the �c regions�

Although the results were very di
erent� there is one qualitative similarity� the rule�
frequency�versus�� histograms in both cases contained two peaks separated by a dip in the
center� As already noted� in our histogram the two peaks were closer to � � 	�� by a factor
of �� but it is possible that the original results were due to a mechanism similar to �i� the
epoch�� sensitivity to initial con�guration and population asymmetry about � � 	�� or �ii�
the symmetry breaking we observed in epoch �� as described above� Perhaps these were
combined with additional forces� such as additional sources of randomness� in the original
GA that kept rules far away from � � 	��� Unfortunately� the best and mean �tnesses for
the � bins were not reported for the original experiment� As a consequence we do not know
whether or not the peaks in the original histogram contained high��tness rules� or even if
they contained rules that were more �t than rules in other bins� Our results and the basic
symmetry in the problem suggest otherwise�

�� General Discussion

��� What We Have Shown

The results reported in this paper have demonstrated that the results from the original
experiment do not hold up under our experiments� We conclude that the original experiment
does not give �rm evidence for the hypotheses it was meant to test� �rst� that rules capable of

��



performing complex computation are most likely to be found close to �c values and� second�
that when CA rules are evolved by a GA to perform a nontrivial computation� evolution will
tend to select rules close to �c values�

As we argued theoretically and as our experimental results suggest� the most successful
rules for performing a given ��classi�cation task will be close to a particular value of � that
depends on the particular �c of the task� Thus for this class of computational tasks� the
�c values associated with an �edge of chaos� are not correlated with the ability of rules to
perform the task�

The results presented here do not disprove the hypothesis that computational capability
can be correlated with phase transitions in CA rule space��� Indeed� this general phenomena
has already been noted for other dynamical systems��� More generally� the computational
capacity of evolving systems may very well require dynamical properties characteristic of
phase transitions if they are to increase their complexity� We have shown only that the
published experimental support cited for hypotheses relating �c and computational capability
in CA was not reproduced�

In the remainder of this section� we step back from these particular experiments and
discuss in more general terms the ideas that motivated these studies�

��� �	 Dynamical Behavior	 and Computation

As was noted earlier� Langton presented evidence that� given certain caveats regarding the
radius r and number of states k� there is some correlation between � and the behavior of
an �average� CA on an �average� initial con�guration �	
�� Behavior was characterized
in terms of quantities such as single�site entropy� two�site mutual information� di
erence�
pattern spreading rate� and average transient length� The correlation is quite good for very
low and very high � values� which predict �xed�point or short�period behavior� However�
for intermediate � values� there is a large degree of variation in behavior� Moreover� there
is no precise correlation between these � values and the location of a behavioral �phase
transition�� other than that described by Wootters and Langton in the limit of in�nite k�

The remarks above and all the experimental results in �	
� are concerned with the re�
lationship between � and the dynamical behavior of CA� They do not directly address the
relationship between � and computational capability of CA� The basic hypothesis was that �
correlates with computational capability in that rules capable of complex� and in particular�
universal� computation must be� or at least are most likely to be� found near �c values� As far
as CA are concerned� the hypothesis was based on the intuition that complex computation
cannot be supported in the short�period or chaotic regimes because the phenomena that
apparently occur only in the �complex� �non�periodic� non�chaotic� regimes� such as long

��There are some results concerning computation in CA and phase transitions� Individual CA have been
known for some time to exhibit phase transitions with the requisite divergence of correlation length required
for in�nite memory capacity����

��In the context of continuous�state dynamical systems� it has been shown that there is a direct relationship
between intrinsic computational capability of a process and the degree of randomness of that process at the
phase transition from order to chaos� Computational capability was quanti�ed with the statistical complexity�
a measure of the amount of memory of a process� and via the detection of an embedded computational
mechanism equivalent to a stack automaton���� 	�
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transients and long space�time correlation� are necessary to support complex computation�
There has thus far been no experimental evidence correlating � with an independent measure
of computation� Packard�s experiment was intended to address this issue since it involved an
independent measure of computation�performance on a particular complex computational
task�but as we have shown� these experiments do not provide evidence for the hypothesis
linking �c values with computational ability�

One problem is that these hypotheses have not been rigorously formulated� If the hy�
potheses put forth in �	
� and ���� are interpreted to mean that any rule performing complex
computation �as exempli�ed by the � � 	�� task� must be close to �c� then we have shown
it to be false with our argument that correct performance on the � � 	�� task requires
� � 	��� If� instead� the hypotheses are concerned with generic� statistical properties of
CA rule space�the �average� behavior of an �average� CA at a given ��then the notion
of �average behavior� must be better de�ned� Additionally more appropriate measures of
dynamical behavior and computational capability must be formulated� and the notion of the
�edge of chaos� must also be well�de�ned�

The argument that complex computation cannot occur in chaotic regimes may seem
intuitively correct� but there is actually a theoretical framework and strong experimental
evidence to the contrary� Hanson and Crutch�eld ��� 	�� have developed a method for �ltering
out chaotic �domains� in the space�time diagram of a CA� sometimes revealing �particles�
that have the non�periodic� non�chaotic properties of structures in Wolfram�s Class � CA�
That is� with the appropriate �lter applied� complex structures can be uncovered in a space�
time diagram that� to the human eye and to the statistics used in �	
� and ����� appears
to be completely random� As an extreme example� it is conceivable that such �lters could
be applied to a seemingly chaotic CA and reveal that the CA is actually implementing a
universal computer �with glider guns implementingAND� OR� and NOT gates� etc��� Hanson
and Crutch�eld�s results strikingly illustrate that apparent complexity of behavior�and
apparent computational capability�can depend on the implicit ��lter� imposed by one�s
chosen statistics�

��
 What Kind of Computation in CA Do We Care About�

In the section above� the phrases �complex computation� and �computational capability�
were used somewhat loosely� As was discussed in Section �� there are at least three di
erent
interpretations of the notion of computation in CA� The notion of a CA being able to
perform a �complex computation� such as the �c � 	�� task� where the CA performs the
same computation on all initial con�gurations� is very di
erent from the notion of a CA
being capable� under some special set of initial con�gurations� of simulating a universal
computer� Langton�s speculations regarding the relationship between dynamical behavior
and computational capability seemed to be more concerned with the latter than the former�
though the implication is that the capability to sustain long transients� long correlation
lengths� and so on are necessary for both notions of computation�

If �computationally capable� is taken to mean �capable� under some initial con�gura�
tion�s�� of universal computation�� then one might ask why this is a particularly important
property of CA on which to focus� In �	
� CA were used as a vehicle to study the relationship
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between phase transitions and computation� with an emphasis on universal computation�
But for those who want to use CA as scienti�c models or as practical computational tools�
a focus on the capacity for universal computation may be misguided� If a CA is being used
as a model of a natural process �e�g�� turbulence�� then it is currently of limited interest to
know whether or not the process is in principle capable of universal computation if universal
computation will arise only under some specially engineered initial con�guration that the
natural process is extremely unlikely to ever encounter� Instead� if one wants to understand
emergent computation in natural phenomena as modeled by CA� then one should try to
understand what computation the CA �intrinsically� does ��� 	�� rather than what it is �in
principle capable� of doing only under some very special initial con�gurations� Thus� un�
derstanding the conditions under which a capacity for universal computation is possible will
not be of much value in understanding the natural systems modeled by CA�

This general point is neither new nor deep� Analogous arguments have been put forth
in the context of neural networks� for example� While many constructions have been made
of universal computation in neural networks �e�g�� ������ some psychologists �e�g�� ����� have
argued that this has little to do with understanding how brains or minds work in the natural
world�

Similarly� if one wants to use a CA as a parallel computer for solving a real problem�
such as face recognition�it would be very ine�cient� if not practically impossible� to solve
the problem by �say� programming Conway�s Game of Life CA to be a universal computer
that simulates the action of the desired face recognizer� Thus understanding the conditions
under which universal computation is possible in CA is not of much practical value either�

In addition� it is not clear that anything like a drive toward universal�computational
capabilities is an important force in the evolution of biological organisms� It seems likely
that substantially less computationally�capable properties play a more frequent and robust
role� Thus asking under what the conditions evolution will create entities �including CA�
capable of universal computation may not be of great importance in understanding natural
evolutionary mechanisms�

In short� it is mathematically important to know that some CA are in principle capable
of universal computation� But we argue that this is by no means the most scienti�cally
interesting property of CA� More to the point� this property does not help scientists much
in understanding the emergence of complexity in nature or in harnessing the computational
capabilities of CA to solve real problems�

�� Conclusion

The main purpose of this study was to examine and clarify the evidence for various hypothe�
ses related to evolution� dynamics� computation� and cellular automata� We hope this study
has shed some new and constructive light on these issues� As a result of our study we have
identi�ed a number of evolutionary mechanisms� such as the role of combinatorial drift� and
the role of symmetry and the impediments to emerging computational strategies caused by
symmetry breaking� For example� we have found that the breaking of the goal task�s sym�
metries in the early generations can be an impediment to further optimization of individuals
in the population� The symmetry breaking results in a kind of suboptimal speciation in the
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population that is stable or� at least� meta�stable over long times� The symmetry�breaking
e
ects we described here may be similar to symmetry�breaking phenomena such as bilateral
symmetry and handedness that emerge in biological evolution� It is our goal to develop a
more rigorous framework for understanding these mechanisms in the context of evolving CA�
We believe that a deep understanding of these mechanisms in this relatively simple context
can yield insights for understanding evolutionary processes in general and for successfully
applying evolutionary�computation methods to complex problems�

Though our experiments did not reproduce the results reported in ����� we believe that
the original conception of using GAs to evolve computation in CA is an important idea�
Aside from its potential for studying various theoretical issues� it also has a potential prac�
tical side that could be signi�cant� As was mentioned earlier� CA are increasingly being
studied as a class of e�cient parallel computers� the main bottleneck in applying CA more
widely to parallel computation is programming�in general it is very di�cult to program CA
to perform complex tasks� Our results suggest that the GA has promise as a method for ac�
complishing such programming automatically� In order to further test the GA�s e
ectiveness
as compared with other search methods� we performed an additional experiment� comparing
the performance of our GA on the �

c
� 	�� task with the performance of a simple steepest�

ascent hill�climbing method� We found that the GA signi�cantly outperformed hill�climbing�
reaching much higher �tnesses for an equivalent number of �tness evaluations� This gives
some evidence for the relative e
ectiveness of GAs as compared with simple gradient ascent
methods for programming CA� Koza �	�� has also evolved CA rules using a very di
erent
type of representation scheme� it is a topic of substantial practical interest to study the
relationship between representation and GA success on such tasks�
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