Physics-Informed Representation Learning for Emergent Organization in Complex Dynamical Systems
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Nonlinearly interacting system components often introduce instabilities that generate phenomena with new properties and at different space-time scales than the components. This is known as spontaneous self-organization and is ubiquitous in systems far from thermodynamic equilibrium. We introduce a theoretically-grounded framework for emergent organization that, via data-driven algorithms, is constructive in practice. Its building blocks are spacetime lightcones that capture how information propagates across a system through local interactions. We show that predictive equivalence classes of lightcones—local causal states—capture organized behaviors and coherent structures in complex spatiotemporal systems. Using our unsupervised physics-informed machine learning algorithm and a high-performance computing implementation, we demonstrate the applicability of the local causal states for real-world domain science problems. We show that the local causal states capture vortices and their power-law decay behavior in two-dimensional turbulence. We then show that known (hurricanes and atmospheric rivers) and novel extreme weather events can be identified on a pixel-level basis and tracked through time in high-resolution climate data.

Emergent phenomena are often of primary interest in the study of complex systems, but disentangling the web of nonlinear interactions that give rise to them presents enormous challenges to traditional paradigms of scientific inquiry. Although the broad use of numerical models has significantly improved our ability to study nonlinear systems, difficulties remain. The scale and complexity of model outputs can be such that they are now essentially as difficult to understand as the natural phenomena they approximate. That is, the challenge of uncovering the physical and causal mechanisms of emergent phenomena in a large-scale numerical model can be comparable to doing so in the natural system itself.

The Earth system is a quintessential complex system, and the emergent behaviors associated with climate change present one of the most pressing issues of our time. Many of the direct impacts of climate change on society are felt through emergent organization in the form of extreme weather events, such as hurricanes and atmospheric rivers (AR). As the Earth warms, the character of localized extreme weather events (EWE) has and will continue to change.

Large-scale climate models are the primary tool used by scientists to study EWEs and climate change more generally. While high-resolution models can produce EWEs under a variety of warming scenarios, it is not clear what underlying mechanisms drive specific shifts in intensity, duration, and spatial dynamics of individual events. Moreover, statistical changes in EWE behaviors in large-scale surveys of various models and warming scenarios are difficult to assess due to the sheer quantity of data produced. For example, CMIP 6 is estimated to contain 15-30 PB of total climate data. There is an immediate need in the climate community for automated discovery and tracking of EWEs to better understand and predict how they are changing in a warming world and to help mitigate their deleterious effects. Discovering EWEs in a principled, robust, and scalable manner remains an outstanding challenge.

Data-driven and machine learning methods are increasingly called upon as an additional layer of analysis to parse complex phenomena, whether produced by natural systems or complicated numerical models. At first glance, EWE detection and tracking seems an ideal use case for deep learning algorithms that have brought dramatic advances in computer vision. In machine learning terminology, we seek a segmentation analysis of extreme weather events—identifying events at the single-pixel or model-grid-cell scale. Indeed, there is considerable effort devoted to extreme weather segmentation using deep learning.

Deep learning’s main weakness is that neural networks have been most successful at supervised computer vision tasks. In this, the networks are trained on ground truth labeled examples—data exemplars typically labeled by human experts. As with general fluid vortices, no ground truth is available for extreme weather events; see, e.g., Automated heuristics are used to generate “ground-truth” training examples, but the trained neural networks’ high evaluation scores show that they merely learn to reproduce the output of these heuristics.

Rather than rely on supervised deep learning methods...
from computer vision, here we solve the EWE segmentation problem using an unsupervised method derived from the physics of self-organization. Extreme weather events are discovered as specific cases of coherent structures [19] that occur ubiquitously in far-from-equilibrium systems [20]. As we demonstrate, unsupervised methods carry the potential for novel structure discovery. While hurricanes, ARs, fronts, and the like are known structures in the atmosphere associated with precipitation extremes, there may be other structures closely linked with extremes that have yet to be identified or pinned down. Moreover, as the climate system changes, the emergent structures and their influence will shift in novel ways that cannot be assumed a priori. These circumstances call for the unsupervised discovery of novelty.

To tackle these challenges head on, we bring together current trends in big data analytics, physics-informed machine learning, and complex systems theory. The local causal state method is used to create an extreme weather tracker from an unsupervised spacetime segmentation of high-resolution General Circulation Model (GCM) data. In addition to known events like hurricanes and atmospheric rivers, we show that the local causal states extract novel structures associated with precipitation extremes. Quantitative verification of unsupervised methods is challenging without ground truth for comparison. We address this with a novel verification: the local causal states can identify the nonstationary power-law relaxation of vortex dynamics in two-dimensional free-decay turbulence.

**Local Causal States**

We employ an unsupervised structure discovery method using physics-informed geometric representation learning. We stress, though, that it does not involve neural networks. Rather it relies on principles of state-space organization delineated by dynamical systems theory [21].

At present, the canonical representation learning method for spatiotemporal systems is the proper orthogonal decomposition (POD) [22]. In this, a fixed set of spatial modes are found that provide an optimal reconstruction of the spatiotemporal system through linear superposition using time-varying coefficients.

POD modes are the learned representations from which we may extract potential coherent structures. However, restricting to linear modes of full spatial fields is structurally very limiting. Moreover, POD captures dominant energetic modes [23], which generally do not correspond to the organized coherent structures we are interested in. These limitations are one reason Lagrangian methods are favored for coherent structures that dominate material transport in fluid flows [24]. That said, for generality and computational efficiency, we wish to avoid direct reliance on advection, as needed for most Lagrangian methods.

Our local causal state approach leads to a representation learning method similar to POD in that it learns a finite set of “template” representations. However, rather than learning full spatial field templates (modes), the templates of our model, known as local causal states, are localized—assigned at each point in space and time. This greatly increases the representational capacity of the finite set of templates, as they can be arranged arbitrarily in space and time.

True to their name, the local causal states are defined using a weak notion of causality. Not only does the future follow from the past, but in spatiotemporal systems that evolve through local interactions, there is a limit on how fast causal influence can propagate. This limit defines lightcones in the system that are essential features used in constructing local causal states. The past lightcone (L−) of a point in spacetime is the collection of all points at previous times that could possibly have influenced the spacetime point through the local interactions. Similarly, the future lightcone (L+) of a spacetime point is the collection of all points at later times that the spacetime point could influence through local interactions.

Local causal states are then defined through the local causal equivalence relation: two past lightcone configurations, denoted \( \ell^− \), are considered causally equivalent, denoted \( \sim_\epsilon \), if they have the same distribution over co-occurring future lightcones (see Figure S1 in the Supplementary Information):

\[
\ell^−_i \sim_\epsilon \ell^−_j \iff Pr(L^+|L^− = \ell^−_i) = Pr(L^+|L^− = \ell^−_j).
\]

The local causal states are the equivalence classes of the local causal equivalence relation. A given local causal state is a set of past lightcone configurations that have the same distribution over co-occurring future lightcones [25]. This is expressed functionally by the map \( \epsilon(\cdot) \) from past lightcone configurations to a local causal state: \( \epsilon(\ell^−_i) = \epsilon(\ell^−_j) \) if and only if \( \ell^−_i \) and \( \ell^−_j \) belong to the same local causal state.

Crucially, the \( \epsilon \)-function provides a pointwise mapping from points in spacetime to corresponding local causal states, through their past lightcones. When applied to all points in a spacetime field \( X(\mathbf{r}, t) \) this produces a corresponding local causal state field, denoted \( S(\mathbf{r}, t) = \epsilon(X(\mathbf{r}, t)) \). Since \( \epsilon(\ell^−) \) is a pointwise mapping, applying at each point in spacetime, the resulting local causal state field \( S(\mathbf{r}, t) \) shares the same coordinate geometry as its associated spacetime field \( X(\mathbf{r}, t) \).

This means the local causal states provide a spacetime segmentation, as desired. That is, the finite set \( S = \{S_i\} \) of local causal state templates can be thought of as a set of class labels \( S_i \) and each point in spacetime is assigned one of these local causal state labels through the \( \epsilon \)-function. Since the \( \epsilon \)-function is a local mapping defined using lightcones, it is equivariant under spacetime translations, rotations, and reflections. This guarantees...
that the local causal state representations do not depend on spacetime location or orientation of structures they extract.

Data-driven approximation of the $\epsilon$-function is achieved using two stages of clustering [26]. The first clustering stage $\gamma$ is a distance-based partitioning of the space of finite-depth past lightcones, which we implement using the K-Means algorithm [27]. The $\gamma$-function maps past lightcones to their associated distance-based cluster. Performing distance-based clustering on past and future lightcones creates sets of cluster labels so that the distributions $\Pr(\gamma(L^+) | \gamma(L^-))$ can be empirically approximated through simple counting. During the second clustering stage $\psi$, elements of the $\gamma$-partition are clustered together if they have approximately the same empirical distribution $\Pr(\gamma(L^+) | \gamma(L^-))$. Elements of the $\gamma$-partition are mapped to their resulting clusters under the $\psi$-function. The approximated $\epsilon$-function used for inference is thus given as:

$$\epsilon(L^-) \approx \psi(\gamma(L^-)) .$$

Systems under study often have multiple physical fields of interest, such as temperature, pressure, wind speeds, and water vapor. In these multivariate cases, the spacetime fields and lightcones extracted from them are tensors, with each point in spacetime having a vector of values over the multiple physical fields. Multivariate local causal state analysis is performed using a tensor lightcone metric that computes distances for the $\gamma$-partition using values from multiple physical fields. See the Supplementary Materials for more details on the local causal states and their data-driven reconstruction.
Vortex Decay in Two-Dimensional Turbulence

Lacking ground truth, quantitatively evaluating unsupervised coherent structure detection methods is difficult. Typically, one falls back on qualitative visual evaluation and comparison [24]. In contrast, the ability of local causal states to capture nonstationary behavior, including coherent structures with finite lifespans, provides quantitative assessment and so stands in for ground truth.

We demonstrate this using the problem of vortex detection in two-dimensional free-decay turbulence [28]. Likesigned vortices—the coherent structures of interest—undergo pairwise annihilation. This results in a nonstationary decay behavior with a power-law decay rate:

\[ \rho(t) = a \, t^{-\nu}, \]

where \( \rho(t) \) is the number of vortices and \( \nu \) is the vortex decay rate. Empirically, \( \nu \) is observed to be \( \nu \approx 0.71 - 0.75 \) [28, 29]. Extracting the decay rate provides an opportunity for a quantitative comparison with known physical behavior.

Local causal state segmentation distinguishes between vortices spinning in different directions, but estimating the decay rate requires tracking only the total number of vortices. Therefore, segmentation is performed on the absolute value of vorticity using three class labels, as Figure 1 (b) shows. These labels can be qualitatively interpreted as the background potential flow (blue), vortex cores (white), and transition regions (red) surrounding the vortex cores [28].

Quantitative comparison comes from algorithmically counting the number of vortex cores at each time using a union-find algorithm [30]. A log-log plot of the number of vortex cores over time is shown in Figure 1 (a). Since the decay rate is a power law, the log-log plot is linear, with the decay rate \( \nu \) given as the slope. A best-fit line shows the decay rate of local causal state vortex cores over time fits very well to a power law, with decay rate \( \nu \approx 0.91 \). Slopes representing the accepted theoretical range \( \nu = -(0.71 - 0.75) \) are shown for comparison. As seen in the full spacetime segmentation video [31], the higher-than-expected decay rate is due to a small number of vortex cores eventually being mislabeled as background, and so they vanish without pairwise merging. However, the overall behavior is dominated by the correct physical mechanism of pairwise vortex merging, giving a strong fit to the power law decay.

Discovering and Tracking Extreme Weather Events

Employing data from the 0.25-degree CAM5.1 Global Circulation Model [32] the following analyzes extreme weather events in global climate data. The goal of our analysis is twofold: (i) identify known structures, such as hurricanes and ARs, without pre-specified labels or ad-hoc thresholding, and (ii) explore as-of-yet undiscovered structures and their relevance for precipitation extremes. The physics of EWEs is incorporated through multivariate segmentation utilizing wind velocities and column-integrated water vapor. This approach is based on the Integrated Vapor Transport (IVT) field, commonly used by climate scientists to study EWEs [33].

Performing a univariate segmentation on the IVT field itself, we find a set of local causal states that visually coincide with hurricanes. That is, local causal states in this hurricane set (almost) only occur in spacetime locations where a hurricane is present. Using the shared coordinate geometry, we can then create an unsupervised hurricane tracker by simply highlighting spacetime points where these hurricane states occur. A snapshot of this tracker is shown in Figure 2 which depicts the integrated vapor field with spatial cells highlighted red if a hurricane state occurs at the same spacetime location in the local causal state field. The full spacetime video of this hurricane tracker can be seen in [34].

Atmospheric rivers are more difficult to isolate with a unique set of AR states from a similar IVT field segmentation. However, the more general extreme weather segmentation we now describe does encompass ARs, along with other EWE coherent structures.

In contrast to conforming the local causal state analysis with known EWE structures as above, we now turn to novel EWE structure discovery. A principled definition of coherent structures as local deviations from generalized spacetime symmetries can be expressed in terms of the local causal states [25]. For continuous fields, coherent structures appear against a uniform background given by a single local causal state, as with the blue background state for the turbulent vortices shown in Figure 1 (b). Such a background state is not recovered using a univariate segmentation of the IVT field nor the integrated vapor field; see Reference [20].

A uniform background state is recovered, however, using a multivariate segmentation with the tensor light-cone metric based on IVT, given by Equation (S12) in the Supplementary Information. A snapshot of the local causal state field from this multivariate segmentation is shown in Figure 3. Video of a general EWE tracker, similar to the hurricane tracker above, using these local causal states is seen in [35]. The uniform background local causal state is colored white, with all other colors then corresponding to coherent structures identified by the local causal state definition. Because these states encompass hurricanes and ARs, we thus label the nonbackground local causal states as EWE states. We see a unique subset of these states again occur with hurricanes—one in the Pacific and two in the Atlantic. Atmospheric rivers are also seen, predominantly in the southern ocean, and they appear as distinct features disconnected from the...
While these known structures appear in this general coherent structure segmentation, there are many additional signatures that show up that do not correspond to known structures. To test their significance, we investigate the co-occurrence of precipitation extremes \cite{36} with these EWE local causal states. That is, how many precipitation extremes occur in a spacetime location for which that same location in the local causal state field is an EWE state, rather than a background state?

Despite occupying only 19.6% of spacetime volume, the EWE states capture 45% of extremes in 90th percentile globally, 58% of extremes in the 99th percentile, and 75% in the 99.9th. Therefore, these newly discovered structures can be identified as extreme weather events, as they capture the majority of extreme precipitation events despite being created without employing the precipitation field. For some level of comparison, Reference \cite{36} finds 51% of global extremes (in the 99th percentile) co-occur with fronts.
Conclusions

Advances in dynamical systems and applied ergodic theory are forming the foundations of a new paradigm for data-driven science. For example, it is now clear that data-driven and physics-based predictive models are intimately related. Beyond predictive modeling, uncovering the underlying mechanisms behind emergent behaviors is a crucial component of scientific inquiry and remains an outstanding challenge. Physics-informed data-driven methods, like those introduced here, provide a promising avenue in this.

Motivated by local causality and the physics of organization encapsulated by causal equivalence, the local causal states provide a physics-informed geometric representation learning method for capturing emergent organization in complex spatiotemporal systems. Moreover, our approximation algorithm and high-performance computing implementation make the local causal states actionable in practice on large-scale cutting-edge domain science problems. Here, we produced a novel quantitative representation learning method for capturing emergent behaviors is a crucial component of scientific inquiry and recovering the underlying mechanisms behind emergent behavior. We then employed the local causal states for automated, fully-unsupervised extreme weather discovery and demonstrated their ability to extract both known and novel structures in global climate data. With further refinement, the local causal states may be able to additionally provide a scale for strength and intensity of identified extreme weather events.
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Methodology

Spatiotemporal Systems

Local causal states are learned representations that extract emergent organization from spatially-extended dynamical systems. The behaviors of spatiotemporal systems are spacetime fields, elements of the extended phase space that includes time as a dimension. Mathematically, a spacetime field is a tensor \( X(r,t) : S \rightarrow \mathbb{R}^n \), where \( S \) is some spacetime coordinate system and \( n \) is the number of physical field quantities—e.g., temperature, pressure, velocity components, and so on. Each coordinate in spacetime maps to a length-\( n \) vector of the values of the physical quantities at that point.

The systems presently analyzed live in a simple Euclidean spacetime, so that \( S = \mathbb{R}^{d+1} \), where \( d \) is the number of spatial dimensions. Note though that the spacetime data from the climate reanalysis and Jupiter’s clouds are Euclidean projections from a spherical spatial coordinate system.

Numerical data, with which any data-driven method must necessarily work, will be given on some finite grid \( G \) of dimension \((X,Y,T)\) for two spatial dimensions. The data used here is on a simple integer Euclidean grid (as opposed to a complex adaptive mesh, or spherical grid), so that for each field quantity, \( X(r,t) : G \rightarrow \mathbb{R} \), where \( G = \{1,\ldots,X\} \times \{1,\ldots,Y\} \times \{1,\ldots,T\} \). As standard, we denote this as \( X(r,t) \in \mathbb{R}^{X \times Y \times T} \).

Loosely speaking, a spatiotemporal system possesses some level of organization if many of its degrees of freedom evolve collectively. Coherent structures—the form of organization we are most interested in—implies an emergent higher-level degree of freedom in the system. Particles in a fluid vortex, for instance, will largely travel together through a complex fluid flow. Thus, the particles need not be tracked individually; one can simply track the single vortex [42].

Related Coherent Structure Methods

This motivates the idea of physics-informed representation learning to extract coherent structures. If a spacetime field \( X(r,t) \in \mathbb{R}^{X \times Y \times T} \) is compressed through some encoding, then the encoded representations may leverage the collective organization present in the system. Particularly when representations are learned through an encoder-decoder framework, the collective higher-order degrees of freedom—coherent structures—capture the majority of a system’s behavior and so provide a natural set of compressed representations.

The Proper Orthogonal Decomposition (POD) provides a fixed set of \( N \) spatial modes \( \{\phi_i(r)\} \) through an eigen-decomposition of a data covariance matrix. The modes provide an optimal reconstruction [43] of the spatiotemporal system \( X(r,t) \) via linear superposition:

\[
X(r,t) \approx \sum_{i=1}^{N} a_i(t)\phi_i(r) .
\]

where \( a_i(t) \) are time-dependent coefficients. When applied to fluid flows, it has been shown that the POD modes capture the dominant energetic components of the flow [44]. POD then has become a standard choice for representation learning in fluid dynamics, as POD modes capture “coherent structures” in the energy landscape [22].

Dynamically-coherent structures, collective higher-order degrees of freedom that emerge in complex fluid flows, are not necessarily dominant contributors to system energetics. Rather, they provide a “hidden skeleton” that dominates material transport in the flow [45]. Thus, Lagrangian methods have become popular for identifying coherent structures in complex fluid flows. Inspired by the geometry of various types of invariant sets in dynamical systems theory, Lagrangian Coherent Structures methods [19, 24, 45] seek the strongest repelling, attracting, or shearing material surfaces in the flow over a finite time interval [19].

Tools from dynamical systems theory, particularly linear stability analysis, can be applied through the use of the Lagrangian flow map [19, Eq. (3)]:

\[
y(t;t_0,y_0) := F^t_{t_0}(y_0) , \tag{S1}
\]

where \( y(t) \) represents the spatial position of a fluid particle or tracer at time \( t \). Candidate coherent structures are given as a material surface \( \mathcal{M}(t) \)—a smooth surface of fluid particles. A material surface is deformed by the flow
through the Lagrangian advection of all the points in $\mathcal{M}(t)$, which is denoted simply as [19 Eq. (5)]:

$$\mathcal{M}(t) := F^t_{t_0}(\mathcal{M}(t_0)) \, .$$

(S2)

While conceptually appealing and qualitatively quite successful, the Lagrangian Coherent Structure approach poses difficulties for the more complicated applications considered here. First, most Lagrangian Coherent Structure methods capable of coherent structure segmentation (as opposed to simply producing a diagnostic scalar field, like Finite-Time Lyapunov Exponents [24]) require costly computation of the Cauchy-Green or Green-Lagrange strain tensors, which in turn require having the flow map $\mathcal{F}$ in hand, to analyze the effect of material surfaces on nearby flow particles. This of course also excludes the incorporation of non-advected quantities for Lagrangian methods, like temperature or pressure fields.

Moreover, the Lagrangian approaches are typically applied to structures that exist in a finite time interval. Once a structure is identified through a given criteria, its time evolution is given simply through Lagrangian advection, as in Eq. (S2). For extreme weather segmentation, we want to identify all EWEs present in a given climate run. This involves the “birth” and “death” of individual events over the course of the run. Once an individual hurricane, say, is identified, the advection of that hurricane given by Eq. (S2) is applied to all points identified as a hurricane by Eq. (S1), which is well-defined at all times. That is, points that evolve coherently as a hurricane during its lifetime will scatter throughout the flow after they cease to be a hurricane. Thus, in the Lagrangian Coherent Structure framework, the status of a material surface as an EWE must be evaluated through a costly computation at all points in time.

Local Causal States

Our local causal state approach is more closely related to general encoder-decoder representation learning methods like POD, rather than the more specific approaches of Lagrangian Coherent Structures. That said, we show shortly that the local causal states can be viewed as a Lagrangian method when applied to fluid flows. However, it does not rely on computing specific forms of material surface deformation, and it does not require the Lagrangian flow map.

A key distinction between linear modal decompositions [23]—such as POD or the related Dynamic Mode Decomposition [24]—and the local causal states is that modal decompositions provide a finite set of spatial field templates (modes). Each spatial mode $\phi(r)$ provides a fixed template with the geometry of a spatial field $X(r)$. The local causal states, by contrast, provide a finite set of localized templates that are assigned at each individual point in spacetime.

The locality of causal states is achieved through the use of lightcones in the spatiotemporal system. For systems that evolve according to local interactions, lightcones delineate the causal influence of a point in spacetime. Specifically, the past lightcone $L^{-}(r,t)$ of a spacetime point $(r,t) \in \mathbb{S}$ is the set of all spacetime points in the past of $(r,t)$ that could possibly influence $(r,t)$ through propagation of the local interactions:

$$L^{-}(r,t) := \{(r',t') : t' \leq t, ||r' - r|| \leq c(t' - t)\},$$

(S3)

where $c$ is the speed at which local interactions propagate through the system. Similarly, the future lightcone $L^{+}(r,t)$ of a spacetime point $(r,t)$ is the set of all spacetime points at later times that $(r,t)$ itself can possibly influence through the local interactions, so that:

$$L^{+}(r,t) := \{(r',t') : t' > t, ||r' - r|| \leq c(t' - t)\}.$$

(S4)

We include the present spacetime point $(r,t)$ as a member of its past lightcone, but not its future lightcone. See Figure [S1].

We denote past and future lightcone random variables as $L^{-}$ and $L^{+}$ respectively, with realizations denoted as $\ell^{-}$ and $\ell^{+}$. Lightcone realizations $\ell^{\pm}(r,t)$, or configurations, are given by assignment of values from a particular spacetime field $X(r,t) \in \mathbb{R}^{X \times Y \times T}$ to spacetime points $(r,t)$ in $L^{\pm}(r,t)$.

For systems defined in a discrete spacetime, such as cellular automata [23], the speed of light $c$ is simply given by the radius of local interactions. For systems in a continuous spacetime, like fluid flows, $c$ is given by the speed of sound in the system. As described above in the context of Lagrangian Coherent Structures, we are interested in organization that emerges at advective scales in the flow, which are typically much lower velocities than the speed of sound. In this case, we consider lightcones in the scope of Lagrangian advection, defined in Eq. (S1).

Consider a fluid particle $y$ initially at spacetime point $(r_0,t_0)$. The trajectory of the particle $y(t)$, given by the flow map in Eq. (S1), is the solution of the differential equation:

$$\dot{y} = v(r,t) \, ,$$

(S5)
where \( v(\mathbf{r}, t) \) is a smooth velocity field. While the velocity field varies in space and time, we can assign the maximum velocity value \( v_{\text{max}} \) so that \( v(\mathbf{r}, t) \leq v_{\text{max}} \).

The Lagrangian lightcones then are defined by setting \( c = v_{\text{max}} \) in Eqs. (S3) and (S4). Again, \( v_{\text{max}} \) is typically much smaller than the speed of sound. Lagrangian lightcones capture local causality derived from Lagrangian advection. A Lagrangian past lightcone delineates the possible reach of a particle \( \mathbf{y}(t; t_0, \mathbf{y}_0) \) initially at point \((\mathbf{r}_0, t_0)\) through Lagrangian advection in reverse time. That is, all the spacetime points at earlier times from where the particle could possibly have come when evolving according to Lagrangian advection in Eq. (S1). In practice, the value of \( c \) used can be seen as a hyperparameter that controls the spatial scale of organization captured by the approximated local causal states. A larger \( c \) captures more coarse-grained structures.

In addition to delineating causal influence for points in spacetime, note that lightcones are defined solely in terms of distances in spacetime. This implies that (i) they are equivariant under spacetime isometries, such as translations and rotations, and (ii) they are well-defined for any spatial geometry with a distance metric, such as the surface of a sphere or an arbitrary spatial network [47]. Thus, they can be used in a wide variety of spatiotemporal systems, and they transform appropriately under translations, rotations, and reflections. We will return to this later point shortly. Note that planar projections of spherical data, like those we use here for climate data, can break global rotational symmetry, and therefore will not be robust across different projections. However, the local causal states appear to be robust to local rotations in a given projection. For example, the local causal state signature of hurricanes does not change as the hurricane rotates locally.

Having defined lightcones, we can now define local causal states through the local causal equivalence relation. Two past lightcone configurations are considered causally equivalent if they have the same conditional distribution over co-occurring future lightcones:

\[
\ell^-_i \sim \ell^-_j \iff \Pr(L^+ | L^- = \ell^-_i) = \Pr(L^+ | L^- = \ell^-_j). \quad (S6)
\]

The equivalence classes of the local causal equivalence relation Eq. (S6) are the local causal states. Individual local causal states are denoted \( \xi \) and the set of all local causal states for a given system is \( \Xi \).

A local causal state is a set of past lightcone configurations that all have the same conditional distribution \( \Pr(L^+ | L^- = \ell^-) \). It can also simply be thought of as the conditional distribution itself, since all past lightcone configurations in a local causal state by definition share that one distribution.

Here, we consider deterministic systems whose dynamics do not change over time; e.g., a fluid flow governed by the Navier-Stokes equations with time-independent parameters. Therefore, the conditional distributions over lightcones \( \Pr(L^+ | L^- = \ell^-) \) are also time-independent—a condition known as conditional stationarity [48]. For such systems, each past lightcone configuration \( \ell^-_i \) has a unique and well-defined distribution \( \Pr(L^+ | L^- = \ell^-_i) \) and, thus, is also associated with a unique local causal state defined by that distribution. Therefore, local causal states do not require the system...
dynamics to be stationary to be well-defined. This allows us to apply local causal states to conditionally-stationary behaviors, like vortex decay in two-dimensional turbulence.

We define the \( \epsilon \)-function as the mapping from past lightcone configurations to their corresponding local causal state \( \epsilon : \ell^- \mapsto \xi \). The functional form of local causal equivalence relation is given in terms of the \( \epsilon \)-function as:

\[
\ell^-_i \sim \ell^-_j \iff \epsilon(\ell^-_i) = \epsilon(\ell^-_j).
\] (S7)

For a given spacetime field \( X(r,t) \), each spacetime point \( (r,t) \in S \) has a unique past lightcone configuration \( \ell^-(r,t) \). Applying the \( \epsilon \)-function then gives a unique local causal state at that point, \( \xi(r,t) = \epsilon(\ell^-(r,t)) \). Therefore, the \( \epsilon \)-function provides a local point-wise mapping from a spacetime field \( X(r,t) \) to an associated local causal state field, denoted \( S(r,t) = \epsilon(X(r,t)) \). Crucially, the locality of the \( \epsilon \)-function ensures that a spacetime field \( X(r,t) \) and its associated local causal state field \( S(r,t) = \epsilon(X(r,t)) \) share the same spacetime coordinate geometry \( S \). For each spacetime point \( (r,t) \in S \), \( X(r,t) : S \to \mathbb{R}^n \) provides the values of the physical variables at that point and \( S(r,t) : S \to \Xi \) gives the local causal state \( \xi(r,t) = \epsilon(\ell^-(r,t)) \) at the point.

And so, as promised, the local causal states are local representations assigned to each point \( (r,t) \) in spacetime \( S \). In this way, the local causal state field \( S(r,t) = \epsilon(X(r,t)) \) provides a spacetime segmentation that assigns a local causal state class label to each point in spacetime.

The \( \epsilon \)-function’s locality, together with the equivariance of lightcones under spacetime isometries, implies that the local causal states are also equivariant under spacetime isometries. That is, if \( g \) is an isometric transformation (preserves spacetime distances) then it commutes with the \( \epsilon \)-function: \( g \circ \epsilon = \epsilon \circ g \). In the context of coherent structure segmentation, this means that local causal states associated with a particular coherent structure, say hurricanes, do not depend on the hurricane’s spacetime location or orientation. In the Lagrangian Coherent Structure literature, this property ensures local causal states are an objective method for coherent structure identification [19, 24]. Analogous to the interpretation of equivariances in neural networks as geometric deep learning [19, 50], we can interpret the local causal states as a form of geometric representation learning due to their spacetime equivariance and shared coordinate geometry.

Note, too, that locality allows local causal states to capture system structure across scales. All spacetime points associated to a coherent structure may be assigned to a set of local causal states uniquely identifying that structure, independent of the structure’s size [24]. Larger structures simply involve a larger number of spacetime points assigned to those structures’ states.

Similarly, there is no requirement for balanced statistics across occurrences of local causal states. For example, in the results shown here there is a often a single local causal state associated with an ambient “background” that occurs most commonly in spacetime, with local causal states associated to coherent structures being relatively rarer.

Finally, we emphasize the local causal state approach’s flexibility. While all examples examined here are on discrete Euclidean spacetimes, the local causal states are well-defined in any spacetime geometry with a distance metric. That said, analyzing large datasets with two spatial dimensions is already computationally taxing, even with large supercomputer resources. In principle, though, the local causal states can be approximated for systems with higher spatial dimensions.

**Approximations and Reconstruction**

Consider a data-generating process \( \mathcal{P} \) that produces spacetime fields \( X \in \mathcal{P} \) and can either be a natural system or a numerical model. Here, we are interested in real-valued fields, with \( X(r,t) \in \mathbb{R}^n \). Therefore, the spaces of all past and future lightcones for \( \mathcal{P} \), denoted \( \mathcal{L}^- \) and \( \mathcal{L}^+ \) respectively, are uncountable. Each distribution \( \Pr(L^+|L^- = \ell^-) \) is a continuous probability density. Moreover, they are densities conditioned on measure-zero events \( L^- = \ell^- \). There are an uncountable number of past lightcone configurations \( \ell^- \) and, for each of them, there is a conditional density \( \Pr(L^+|L^- = \ell^-) \) over an uncountable number of future lightcone configurations.

Thus, in practice approximation is necessary to empirically reconstruct the conditional distributions \( \Pr(L^+|L^- = \ell^-) \). Most importantly, we replace the measure-zero past lightcone configurations with something of finite measure. In particular, we partition the space of past lightcones \( \mathcal{L}^- \) into finite-measure events \( p^- \in \Sigma_{\mathcal{L}^-} \) for our empirical probability estimates. This allows the following empirical densities to be properly sampled from finite data:

\[
\Pr(L^+|p^- = p^-) = \int_{\ell^- \in p^-} \Pr(L^+|L^- = \ell^-) d\mu ,
\] (S8)

where \( \mu \) is the data-generating distribution over past lightcones. The finite-measure events partition \( \mathcal{L}^- \), so that \( \bigcup_i p^-_i = \mathcal{L}^- \), \( p^-_i \cap p^-_j = \emptyset \), and \( \mu(p^-_i) \neq 0 \) for all \( p^-_i \).
FIG. S2. Finite vector for the past lightcone configuration $\ell^-(r, t)$ in discrete $1+1$ dimensional spacetime with $c = 1$ and finite temporal horizon $h^- = 3$. Overlaid integers indicate the index of that site in the lightcone vector. $\sigma$ is the space-only internal distance between the base of the lightcone, $i = 0$, and other sites in each vertical column. Similarly, $\delta$ is the time-only internal distance for each site in the horizontal row.

To achieve such a finite partitioning, we rely on the continuous histories assumption \cite[Assumption 3.1]{51} which states that if two past lightcone configurations are similar, they should have similar conditional distributions over future lightcones. Formally, this says that the $\epsilon$-function is continuous over the space of past lightcones, and so $\Pr(L^+ | L^- = \ell^-_j) \rightarrow \Pr(L^+ | L^- = \ell^-_i)$ as $\ell^-_j \rightarrow \ell^-_i$.

The continuous histories assumption leads us to employ distance-based clustering to create the finite partitioning of the past-lightcone space $L^-$. Let $\gamma : \ell^- \mapsto \mathbf{p}^-$ be the mapping from past lightcone configurations to their distance-based cluster element. We refer to individual cluster elements $\mathbf{p}^-$ as pasts. The $\gamma$-function induces an equivalence relation over past lightcone configurations, similar to the $\epsilon$-function:

$\ell^-_i \sim_\gamma \ell^-_j \iff \ell^-_i \in \mathbf{p}^-_a$ and $\ell^-_j \in \mathbf{p}^-_a$

Two past lightcone configurations are $\gamma$-equivalent if they are assigned to the same distance-based cluster $\mathbf{p}^-_a$.

With distance-based $\gamma$-equivalence, we state the actionable version of continuous histories our reconstruction algorithm uses as:

$\gamma(\ell^-_i) = \gamma(\ell^-_j) \implies \epsilon(\ell^-_i) = \epsilon(\ell^-_j)$.

That is, if two past lightcone configurations are assigned to the same cluster element from a distance-based clustering, we assume them to be “similar” and so assume that they have the same distribution over future lightcones.

To perform distance-based clustering over lightcones, we need a distance metric on the space of lightcones. First, note that in practice lightcones of finite temporal depth must be used. Individual lightcone configurations are collected into a vector, using a canonical ordering of their elements, up to a finite depth horizon cutoff $h^\pm$ in time. Figure S2 shows a past lightcone vector in $1+1$ dimensional spacetime with $c = 1$ and $h^- = 3$. Integers overlaid on the lightcone sites indicate the indices of the lightcone vector in the canonical ordering we use.

Prior work \cite{51,52} used a Euclidean distance over lightcones. In practice with a finite horizon cutoff, this means that values in the lightcone below the cutoff are given a uniform weighting when computing distances, while lightcone values beyond the cutoff are given zero weight. To smooth this step discontinuity, our algorithm uses an exponentially-decaying lightcone distance $D_{lc}$ given as

$$D_{lc}(\mathbf{a}, \mathbf{b}) \equiv \sqrt{(a_0 - b_0)^2 + \ldots + e^{-\tau d(i)}(a_i - b_i)^2},$$

where $\mathbf{a}$ and $\mathbf{b}$ are length-$l$ finite lightcone vectors, as depicted in Figure S2 and $\tau$ is the decay rate.

The decay is applied relative to an internal distance $d(i)$ between the base of the lightcone vector, with index $i = 0$, and other sites in the lightcone with indices $0 < i \leq l$. Figure S2 shows a space-only internal distance as $d(i) = \sigma(i)$.
and a time-only internal distance as $d(i) = \delta(i)$. An internal spacetime distance is given as $d(i) = \sqrt{\sigma(i)^2 + \delta(i)^2}$. Results here use the latter spacetime internal distance. This family of exponentially-decaying lightcone distances smooth the step-discontinuity of a simple Euclidean distance by giving less significance to sites in the lightcone that are further away from the present (the base of lightcones).

In addition, the exponential decay has a practical benefit of reducing the effective dimensionality of the lightcone vectors during clustering, as discussed in more detail in Ref. [26]. We use K-Means [27] for our distance-based clustering of lightcones. Comparison with DBSCAN [53], along with the distributed High-Performance Computing (HPC) implementations of these algorithms, is also given in Ref. [26].

After performing a $\gamma$-partitioning of $L^-$ using K-Means clustering, the densities $Pr(L^+|P^- = p^-) = \int_{L^-=p^-} Pr(L^+|L^- = \ell^-) d\mu$ can be empirically sampled from finite data. To simplify further for our HPC implementation, we also perform a (separate) K-Means clustering over future lightcones to similarly produce finite-measure futures $p_+^i$. This gives a discrete approximation $Pr(\mathcal{P}^+|\mathcal{P}^- = p_+^i)$ that can be sampled by simple counting. That is, each co-occurring set of pasts $p^-_a = \gamma^-(\ell^-(r,t))$ and futures $p^+_b = \gamma^+(\ell^+(r,t))$ are collected in a matrix $\mathcal{P}$, where $\mathcal{P}_{ab}$ is the number of co-occurrences of $p^-_a$ and $p^+_b$.

With the empirical distributions $Pr(\mathcal{P}^+|\mathcal{P}^- = p^-)$ we use an empirical approximation to causal equivalence over pasts, rather than over past lightcone configurations. (In principle, the densities $Pr(L^+|\mathcal{P}^- = p^-)$ can also be used.) If two empirical future distributions are close, according to some empirical test, then their pasts are $\psi$-equivalent:

$$p^-_i \sim_\psi p^-_j \iff Pr(\mathcal{P}^+|p^-_i) \approx Pr(\mathcal{P}^+|p^-_j)$$

$$p^+_i \sim_\psi p^+_j \iff \psi(p^-_i) = \psi(p^-_j).$$

We use hierarchical agglomerative clustering with a chi-squared similarity test ($p = 0.05$) for $\psi$-equivalence.

Thus, the approximation of the $\epsilon$-function our reconstruction algorithm uses is:

$$\epsilon(\ell^-) \approx \psi(\gamma(\ell^-)).$$

(S11)

Note that because past lightcones of depth 0 reduce to the lightcone base—simply the field value at that point in spacetime—our $\gamma$ clustering over depth 0 past lightcones reduces to a standard K-Means clustering over the spacetime field. Recent insights into deep learning utilizing maximum affine spline operators [54] shows that trained deep learning models partition their input space, just as under distance-based clustering. This implies “that a D(eep)N(eural network) constructs a set of signal-dependent, class-specific templates” [54], formally similar to local causal state
representations. Whereas a neural network uses “ground truth” labels during the supervised learning process to build its templates, the local causal states must be learned in an unsupervised fashion. Our use of lightcones is motivated by weak causality and a local spacetime generalization of delay-coordinate embeddings and their associated intrinsic geometry [55]. This, combined with predictive equivalence, provides the necessary physics of organization [56] with which to extract coherent structures [25].

**Multivariate Interpolation**

To reconstruct approximate local causal states for multivariate systems with $m$ physical fields, we aggregate lightcone distances over all the fields. The simplest way to do this is to use the following tensor lightcone metric:

$$D_L(a, b) \equiv \sqrt{w_0 \left((a_0^0 - b_0^0)^2 + \ldots + e^{-\tau d(n)}(a_n^0 - b_n^0)^2\right) + \ldots + w_m \left((a_0^m - b_0^m)^2 + \ldots + e^{-\tau d(n)}(a_n^m - b_n^m)^2\right)}.$$  

A practical advantage of this particular metric is that it can be achieved by simply concatenating the scalar lightcone vectors taken from each field. Empirically, we observe that this metric yields a local causal state field that is a weighted interpolation of the component fields, with relative weighting given by the coefficients $w_i$. We use the water vapor and surface pressure fields of the CAM5.1 model to demonstrate this.

From visual inspection, signatures of hurricanes can be seen in the column-integrated water vapor field (TMQ) and surface pressure field (PSL), among others. Running local causal state segmentation on these fields alone is not sufficient for producing a unique segmentation class corresponding to hurricanes. The segmentation class of the TMQ field corresponding to hurricanes also shows up in the tropics in regions of high water concentration, which are not hurricanes. Similarly, the PSL segmentation class corresponding to hurricanes shows up in similar, but larger scale, pressure patterns in the extra tropics (particularly in the southern hemisphere).

Figure S3 gives example segmentations of these fields. The middle of Figure S3 shows a multivariate segmentation incorporating both fields, with the PSL field given $\frac{3}{4}$ the weight of TMQ in the lightcone tensor metric described above. Qualitatively, one sees how clustering with this metric produces a weighted interpolation between segmentations of the two fields separately. In this case, the tropics and northern hemisphere are more reflective of the TMQ field, while the southern hemisphere is more reflective of the PSL field. Unfortunately, interpolating features from both fields together does not result in the desired unique hurricane segmentation class.

**Application Problems and Data Sets**

**Turbulence**

The formal study of emergent organization had its genesis with Bénard’s work [57] on the spontaneous formation of fluid convection cells [58–62] at the turn of the 20th century. Around the same time, the dawn of quantum mechanics took prominence in fundamental physics. Even up to the present, however, fluid turbulence has remained lingering as “the last mystery in classical physics”. Arguably, the primary “mystery” is that of emergent organization [20], with turbulence being the flagship instantiation [63].

The importance of secondary large-scale coherent structures in general theories of turbulence was recognized in the latter half of the 20th century, as documented in Ref. [64]. The first exploration of turbulent coherent structures were statistical in nature. It was observed that turbulence has a statistical separation of scales in fluctuations about the mean flow. There are smaller, fine-scaled “random” fluctuations on top of larger “not random” fluctuations, the latter being identified as coherent structures [64]. This statistical organization was identified and corroborated through characteristic signatures in the correlation function [65, 66].

Structural approaches, rather than statistical, appeared later, particularly with the introduction of the Proper Orthogonal Decomposition in the study of turbulence [67]. The POD approach follows an Eulerian paradigm, viewing the full spatial fields as the state of a spatially-extended dynamical systems. The spatial fields are then decomposed into POD modes, which have an optimality property that the leading modes capture the dominant contributions to kinetic energy. A (relatively) low-dimensional dynamical system analysis of the evolution of the POD modes provides an analysis of the flow in terms of its dominant energetic coherent structures [22].

Also building on ideas and tools from low-dimensional dynamical systems, the geometric theory of coherent structures follows the Lagrangian paradigm. Rather than seeking to capture energetically-dominant structures, the La-
grangian approach seeks coherent structures that organize advective transport in the flow. Lagrangian coherent structures are thus found as the most attracting, repelling, or shearing material surface in the flow [19].

The local causal states are a general representation learning method like POD. However, when applied to fluid flows using Lagrangian lightcones, as described above, they are more closely related to Lagrangian coherent structure approaches.

To analyze the ability of local causal states to capture fluid coherent structures we examine vortex dynamics in two-dimensional turbulence. This particular flow is ideal for several reasons. First, it is two-dimensional, making it easier to analyze with computationally expensive algorithms. However, unlike simple two-dimensional flows like von Kármán vortex streets, the two-dimensional turbulent flow supports behaviors characteristic of anisotropic turbulence in three dimensions, particularly in geophysical flows [68].

Second, the coherent structures that emerge in two-dimensional turbulence—coherent vortices—are paradigmatic fluid coherent structures. Moreover, while a general theory of the emergent vortex dynamics remains elusive, the dynamics are known empirically and are qualitatively simple. Two like-signed vortices, under the right conditions, will pairwise merge when they are close enough. Third, this pairwise merging behavior results in a power-law decay of the total number of vortices in the flow over time [28, 29]. Identification of the power-law decay provides a quantitative metric to test potential vortex coherent structure detection methods. Note that the identification of the “theoretical” range for the decay rate $\nu = -(0.71 - 0.75)$ is identified using a specialized vortex identification algorithm based on vorticity thresholding along with geometric considerations [28].

We use data generated from the Fluid2D solver publicly available on GitHub (https://github.com/pvthinker/Fluid2d/tree/master/experiments/Twodim_turbulence). The local causal state segmentation used to count vortex cores, shown in Figure 1(b), uses the following parameters: past lightcone horizon 14, future lightcone horizon 2, propagation speed $c = 1$, $K = 3$ for past lightcone K-Means, $K = 25$ for future lightcone K-Means, and a spacetime decay with decay rate $\tau = 0.25$ for the lightcone distance metric.

Climate

While spacecraft allow for direct video observations of portions of the atmosphere, similar to that of Jupiter shown below, direct observations of the relevant physical fields of the full atmosphere are not possible. Numerical models are used to aggregate inhomogeneous data sources and create data images of the physical fields most consistent with the observations [7]. This process is known as reanalysis and represents the closest one can come to “true” observational climate data [69].

In contrast to reanalysis data, general circulation models (GCM) simulate the dynamics of the atmosphere to make short-term predictions (e.g., numerical weather prediction) and long-term climate forecasts. Long-term forecasts are the key tool for analyzing the potential future impacts of global warming [7, 9]. Tools such as the local causal states provide an enhanced level of analysis to answer detailed questions, such as how the intensity and dynamics of extreme weather events will change under different warming scenarios.

In this study, we use data from the historical calibration run of the high resolution 0.25° CAM5.1 GCM [32]. Single-precision climate variables are stored on an 1152 x 768 spatial grid, with a temporal resolution of 3 hours. The segmentation results shown here use data from the autumn of 2015 of the CAM5.1 historical run 1. The physical fields used for the various local causal state segmentation results are the column-integrated water vapor (TMQ), the near-surface velocity components (U850) and (V850), as well as the integrated vapor transport (IVT) field, defined as

$$\left[ \left( \frac{1}{g} \int_{1000hPa}^{600hPa} qu \, dp \right)^2 + \left( \frac{1}{g} \int_{1000hPa}^{600hPa} qu \, dp \right)^2 \right]^{1/2},$$

where here $q$ is water vapor, $u$ and $v$ are wind velocity components, $p$ is pressure.

Hurricane Tracker

We create a hurricane tracker using a univariate local causal state segmentation of the IVT field, as shown in Figure S4. A snapshot of the local causal state field $S(r,t)$ from this segmentation is shown in (a). From visual inspection, we find a particular set of hurricane states that seem to co-occur with hurricanes. That is, it appears that (almost) all spacetime points $(r,t)$ such that $S(r,t)$ is one of the hurricane states are points where a hurricane
FIG. S4. Creation of hurricane tracker using local causal state segmentation of the IVT field.
is present (as seen in the TMQ field). The hurricane states are highlighted in the local causal state segmentation of Figure S4(b). To aid the visual identification of the hurricane states with actual hurricanes, a snapshot of the water vapor field (TMQ) is shown in (c) with spacetime points \((r, t)\), such that \(S(r, t)\) is one of the hurricane states, given a red mask overlaid on top of the vapor field. We emphasize again that this is possible due to the shared coordinate geometry of the physical fields and the local causal state field.

The local causal state segmentation of the IVT field, shown in Figure S4, was created using the following parameters: past lightcone horizon 16, future lightcone horizon 3, propagation speed \(c = 1\) (one spatial grid cell per single 3-hour time step), \(K = 24\) for past lightcone K-Means, \(K = 50\) for future lightcone K-Means, and decay rate \(\tau = 1.0\) for the lightcone distance metric.

**General Extreme Weather Events**

The more extreme weather local causal states shown in Figure S4 are produced using a multivariate segmentation that combines the TMQ, U850, and V850 vapor and velocity fields using a tensor lightcone metric based on IVT,

\[
D_{tc}(\mathbf{a}, \mathbf{b}) \equiv \sqrt{\left( (a_0^q a_0^v - b_0^q b_0^v)^2 + \ldots + e^{-\tau d(n)}(a_n^q a_n^v - b_n^q b_n^v)^2 \right) + \left( (a_0^u a_0^w - b_0^u b_0^w)^2 + \ldots + e^{-\tau d(n)}(a_n^u a_n^w - b_n^u b_n^w)^2 \right)}.
\]

Here, \(\mathbf{a}\) and \(\mathbf{b}\) are lightcone tensors such that lower indices are the lightcone locations (as shown in Figure S2) and upper indices are the physical fields; \(q\) is water vapor, and \(u\) and \(v\) are the near-surface velocity components. Using this metric, the local causal state segmentation shown in Figure 3 is reconstructed using the following parameters: past lightcone horizon 6, future lightcone horizon 3, propagation speed \(c = 2\), \(K = 14\) for past lightcone K-Means, \(K = 20\) for future lightcone K-Means, and spatiotemporal decay rate \(\tau = 0.5\).

As described above, the non-white states in Figure 3 represent general coherent structures, according to the local causal state definition [25], that we hypothesize correspond to extreme weather events (EWEs). These include known structures like hurricanes and atmospheric rivers, as well as additional as-of-yet unknown structures. To test the relevance of these structures (particularly the unknown ones) to weather extremes, we examine their relation to precipitation extremes using the PRECT 3 hour cumulative precipitation field of the CAM5.1 model. Note that PRECT is not used to reconstruct the EWE local causal states.

We follow a similar procedure as Reference [70], which uses supervised deep learning to track fronts and associate precipitation extremes with the identified fronts. Here, we count the number of global precipitation extremes that co-occur with the EWE local causal states (the non-white states in Figure 3). That is, we find the spacetime locations \((r, t)\) of all extreme precipitation events of a given percentile and check to see if \(S(r, t)\) is one of the EWE states. If so, the extreme precipitation event co-occurs with the EWE local causal states. As given above, we find that co-occurrence of 45% of global precipitation extremes in the 90th percentile, 58% co-occurrence with extremes in the 99th percentile, and 75% co-occurrence in the 99.9 percentile.

Following Reference [36], we also breakdown precipitation extremes zonally, rather than globally. Examining just the tropics, we find 61.7% of precipitation extremes in the 90th percentile co-occur with EWE local causal states, 69.5% co-occurrence of extremes in the 99th percentile, and 76.7% co-occurrence with extremes in the 99.9 percentile. For the northern temperate mid latitudes we find co-occurrence of 39.5% of extremes in the 90th percentile, 54.8% of extremes in the 99th, and 79.2% in the 99.9 percentile. For the southern temperate mid latitudes, there is 42.1% co-occurrence of extremes in the 90th percentile, 60.8% in the 99th, and 76.4% in the 99.9 percentile. Reference [36] finds 51% of global extremes (in the 99th percentile) co-occur with fronts, with 75% co-occurrence in the mid-latitudes and 31% in the tropics. They examine a single (known) form of extreme weather event, whereas our local causal state analysis produces much more general forms of EWEs to associate with precipitation extremes.

**Complexity and Symmetry Breaking: Clouds of Jupiter**

We close by examining several local causal state segmentations of the clouds of Jupiter. These examples compare the effects of various inference parameters on the resulting segmentation and serve to illustrate the idea of increasing complexity through symmetry breaking.
FIG. S5. Suite of local causal state segmentations (b)-(d) of Jupiter’s clouds (a).
Figure S5 shows the results with the observable grayscale image of Jupiter’s clouds, taken from the NASA Cassini spacecraft [71], shown in (a). The largest scale structures that appear are the east-west zonal bands separated by strong jet streams [72]. To capture this large scale structure, we first perform a segmentation using a (relatively) large speed of light for the lightcones $c = 4$ (memory requirements of the algorithm scale worst with $c$). This effectively provides a larger spatial convolution kernel with each lightcone and thus averages over the smaller scale degrees of freedom within that kernel. The result, shown in (b), provides segmentation classes that follow the large scale structure and zonal bands. In addition, the boundaries between classes corresponding to the zonal bands identify the east-west jet streams that separate the bands.

To capture more smaller-scale detail, particularly at the boundaries of zonal bands, the segmentation in (c) uses the exact same parameters as (b), but includes a nonzero spatial decay in its lightcone metric. This decay effectively reduces the size of the spatial convolution kernels and so captures smaller scale detail. Most noticeable is the appearance of the “string of pearls” in the southern hemisphere that are much more clearly outlined in (c) than in (b). Note that the different spatial scales found between (b) and (c) could not be recovered using a standard K-Means segmentation; K is set to 3 for both cases, only the spatial decay rate differs.

While decreasing the (effective) size of the spatial kernel reveals smaller scale details at zonal band boundaries, we can see from (a) that there is additional turbulent structure within the bands themselves. The segmentation in (d) reveals more of this internal structure by decreasing the size of the spatial kernel further using $c = 1$ and increasing the number of segmentation classes found; i.e., increasing $K$ in K-Means. The increased complexity corresponds to system’s broken symmetries, reminiscent of the bifurcation theory of pattern formation. That is, points within a zonal band belong to the same segmentation class in (b), signaling they are part of the same large scale structure. However, they may correspond to different classes in (d), identifying the points belong to different structures at smaller scales. The separation of scales then represents an elevated level of complexity in the system’s spatial structure—a coexistence of organization and chaos (turbulence).

Note that in all segmentation analyses the local causal states vary more in the vertical direction of the images than the horizontal. As mentioned, the east-west horizontal bands are the most prominent structures in Jupiter’s atmosphere, created by strong jet streams that act as transport barriers. We again emphasize that Lagrangian Coherent Structures and our local causal state approach using Lagrangian lightcones discover coherent structures associated with material transport. It is not surprising then that local causal states are extended in the east-west direction following the zonal banding. Particularly evident in the coarse-grained segmentation shown in (b), the north-south boundaries between two local causal state bands then indicate the presence of a jet that acts as a transport boundary between the bands.

CODE AVAILABILITY

Supporting Python source code, SLURM run scripts, parameter logs, and Jupyter notebooks displaying results and figures can be found at [https://github.com/adamrupe/Emergent-Organization](https://github.com/adamrupe/Emergent-Organization).
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