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Density matrices capture all of a quantum system’s statistics accessible through projective and positive operator-valued measurements. They do not completely determine its state, however, as they neglect the physical realization of ensembles. Fortunately, the concept of geometric quantum state does properly describe physical ensembles. Here, given knowledge of a density matrix, possibly arising from a tomography protocol, we show how to estimate the geometric quantum state using a maximum entropy principle based on a geometrically-appropriate entropy.
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I. INTRODUCTION

Quantum mechanics defines a system’s state $|\psi\rangle$ as an element of a Hilbert space $\mathcal{H}$. These are the pure states. To account for uncertainties in a system’s actual state $|\psi\rangle$ one extends the definition to density operators $\rho$ that act on $\mathcal{H}$. These operators are linear, positive semidefinite $\rho \geq 0$, self-adjoint $\rho = \rho^\dagger$, and normalized $\text{Tr} \rho = 1$. $\rho$ then is a pure state when it is also a projector: $\rho^2 = \rho$.

The spectral theorem guarantees that one can always decompose a density operator as $\rho = \sum_i \lambda_i |\lambda_i\rangle \langle\lambda_i|$, where $\lambda_i \in [0,1]$ are its eigenvalues and $|\lambda_i\rangle$ its eigenvectors. Ensemble theory gives the decomposition’s statistical meaning [1, 2]: $\lambda_i$ is the probability that the system is in the pure state $|\lambda_i\rangle$. Thus, if we concede that an operational procedure aimed at preparing a system in a pure state $|\psi\rangle$ will not always be perfectly executed, we must admit uncertainties of this kind. Moreover, if we admit limited knowledge of the interactions a system has with its environment, uncertainties of this kind will be dynamically generated.

Most generally, density operators $\rho = \sum_k p_k |\psi_k\rangle \langle\psi_k|$ are convex combinations of pure states. Given a preparation scheme, they say that a system is in pure state $|\psi_k\rangle$ with probability $p_k$. In this sense, they are probability measures whose sample space is $\mathcal{H}$. This is formalized using geometric quantum mechanics (GQM)—an equivalent formulation that exploits tools from differential geometry to describe the states and dynamics of quantum systems [3–18]. In GQM the states of a quantum system with Hilbert space $\mathcal{H}$ of dimension $D$ are points in the projective manifold $\mathcal{P}(\mathcal{H}) = \mathbb{C}P^{D-1}$.

II. GEOMETRIC QUANTUM MECHANICS

The following briefly covers geometric quantum mechanics and its tools. More complete discussions are found in the relevant literature [3–18] and in two companion works [22, 23].

Manifold of quantum states. Given a system with a $D$-dimensional Hilbert space $\mathcal{H}$, in GQM its pure states
are points in the complex projective manifold $\mathcal{P}(\mathcal{H}) = \mathbb{C}P^{D-1}$. To give coordinates we fix an arbitrary basis $\{ |e_\alpha\rangle\}_{\alpha=0}^{D-1}$ of $\mathcal{H}$. In this way, a pure state $|\psi\rangle$ is parametrized by $D$ complex and homogeneous coordinates $Z = \{ Z^\alpha \}$, up to normalization and an overall phase:

$$|\psi\rangle = \sum_{\alpha=0}^{D-1} Z^\alpha |e_\alpha\rangle ,$$

where $Z \in \mathbb{C}^D$, $Z \sim \lambda Z$, and $\lambda \in \mathbb{C}/\{0\}$. In the case of a single qubit, for example, we have $Z_{\text{qubit}} = (\sqrt{p_0} e^{i\theta_0}, \sqrt{1-p_0} e^{i\phi_0})$.

**Measurements.** Quantum measurements on $\mathcal{H}$ are modeled using positive operator-valued measurements (POVMs) as follows. $\{ E_j \}_{j=1}^n$ are collections of Hermitian, nonnegative operators $E_j \geq 0$, called effects. They are decompositions of the identity $\sum_{j=1}^n E_j = \mathbb{I}$. In GQM they are described by finite collections of $n$ real and nonnegative functions $E_j(Z) \geq 0$ on $\mathcal{P}(\mathcal{H})$:

$$E_j(Z) = \sum_{\alpha,\beta} (E_j)_{\alpha,\beta} Z^\alpha \overline{Z^\beta} ,$$

where $E_{\alpha,\beta} = E_{\beta,\alpha}$ and whose sum is always equal to the constant function $1$: $\sum_{j=1}^n E_j(Z) = 1$. For POVMs, observables $\mathcal{O}$ are also real quadratic functions:

$$\mathcal{O}(Z) = \sum_{\alpha,\beta=1}^D \mathcal{O}_{\alpha,\beta} Z^\alpha \overline{Z^\beta} ,$$

where $\mathcal{O}_{\alpha,\beta} = \mathcal{O}_{\beta,\alpha}$.

**Geometric quantum states.** Complex projective spaces, such as as $\mathcal{P}(\mathcal{H})$, have a preferred metric $g_{FS}$ and a related volume element $dV_{FS}$, called the Fubini-Study volume element. The details surrounding these go beyond our present purposes. Fortunately, it is sufficient to give $dV_{FS}$’s explicit form in the coordinate system we use for concrete calculations. The latter is the “probability + phase” coordinate system: $Z^\alpha = \sqrt{p_\alpha} e^{i\omega_\alpha}$:

$$dV_{FS} = \sqrt{\det g_{FS}} \prod_{\alpha=0}^{D-1} dZ^\alpha d\overline{Z^\alpha} = \prod_{\alpha=1}^{D-1} dp_\alpha d\omega_\alpha / 2 .$$

In GQM, quantum states convey information about the ways real values are associated to observables and POVMs. Thus, it is quite natural to describe the latter as real-valued functionals $P[\mathcal{O}]$ that, via a probability measure on $\mathcal{P}(\mathcal{H})$, associate a number to an element $\mathcal{O}$ of the algebra $\mathcal{A}$ of observables:

$$P[\mathcal{O}] = \int_{\mathcal{P}(\mathcal{H})} q(Z) \mathcal{O}(Z) dV_{FS} ,$$

where $\mathcal{O} \in \mathcal{A}$ and $q(Z) \geq 0$ is the normalized distribution associated with the functional $P$:

$$P[\mathcal{O}] = \int_{\mathcal{P}(\mathcal{H})} q(Z) dV_{FS} = 1 .$$

In this setting, since pure states $|\psi_i\rangle$ are points in $\mathcal{P}(\mathcal{H})$, they are associated to functionals with Dirac-delta distributions $p_0(Z) = \delta[Z - Z_0]$:

$$P[\mathcal{O}] = \int_{\mathcal{P}(\mathcal{H})} \delta(Z - Z_0) \mathcal{O}(Z) dV_{FS} ,$$

where $\delta(Z - Z_0)$ is shorthand for a coordinate-covariant Dirac-delta in arbitrary coordinates. In homogeneous coordinates this reads:

$$\delta(Z - Z_0) := \frac{1}{\sqrt{\det g_{FS}}} \prod_{\alpha=0}^{D-1} \delta(X - X_0) \delta(Y - Y_0) ,$$

where $Z = X + iY$. In $(p_\alpha, \nu_\alpha)$ coordinates this becomes:

$$\delta(Z - Z_0) = \prod_{\alpha=1}^{D-1} 2\delta(p_\alpha - p_\alpha^0) \delta(\nu_\alpha - \nu_\alpha^0) ,$$

where the coordinate-invariant nature of the functionals $P[\mathcal{O}]$ is manifest. Mixed states $\rho = \sum_j \lambda_j |\lambda_j\rangle \langle \lambda_j|$ are thus convex combinations of these Dirac-delta functionals: $p_{\text{mix}}(Z) = \sum_j \lambda_j \delta(Z - Z_j)$, where $Z_j \leftrightarrow |\lambda_j\rangle$. The distribution $q(Z)$ is called a geometric quantum state.

Figure 1. If the barycenter of two density matrices is the same, as for $\rho_A$ and $\rho_B$, the standard formalism of quantum mechanics regards them as identical, while they are not. The difference is seen using the geometric formalism. $P_A$ and $P_B$ are two Dirac-delta distributions peaked on different antipodal points of the Bloch sphere.

**Density matrix formalism.** Geometric quantum states are logically prior to density matrices, essentially for two reasons. First, the latter can be computed from the former, as follows:

$$\rho_{\alpha\beta} = P_\alpha[Z^\alpha \overline{Z^\beta}] \quad (1)$$

$$= \int dV_{FS} q(Z) Z^\alpha \overline{Z^\beta} . \quad (2)$$

Second, the correspondence is many-to-one: many different geometric quantum states can have the same density matrix. Indeed, while the geometric quantum state $q(Z)$ addresses the system’s state, the density matrix addresses...
the statistics of POVM outcomes, provided that the state is \( q(Z) \). Going from \( q(Z) \) to \( \rho_{\alpha\beta} \) actually erases most information about the detailed statistics of the quantum state and preserves only its POVM statistics.

Figure 1 illustrates this. Prepare an ensemble with equally-likely copies of states \(|0\rangle\) and \(|1\rangle\) or of states \(|+\rangle\) and \(|-\rangle\). While the density matrix is the same for both, the geometric quantum state \( q(Z) \) of the system is not. Due to this, the density matrix contains no information about the physical realization of the ensemble of a quantum system. For a more thorough discussion on this point see Ref. [22].

This observation is particularly relevant in information processing, as found in quantum computing. There, one is not only interested in measurement outcomes, but must understand, predict, and control how a quantum system changes its behavior due to external signals. By focusing only on the density matrix we lack an appropriate characterization of the ensemble producing the pure states and, therefore, miss a wealth of information that can help in manipulating quantum states.

With this setup and the key issues of state representation laid out, we are now ready to imagine a state preparation protocol and a tomographically-complete [24] set of POVMs that allows to recover the density matrix from measurements. As we argued, this information is insufficient to recover the geometric quantum state. To fill the gap we invoke the maximum entropy paradigm, which provides a principled and well-understood procedure with which to infer a probability distribution from partial knowledge.

III. MAXIMUM GEOMETRIC QUANTUM ENTROPY

Maximum entropy estimation [25–27] is applied ubiquitously in science and engineering. Its predictive power has enjoyed marked empirical successes, especially when addressed to systems consisting of large numbers of degrees of freedom or when confronted with much missing microscopic information. Here, we adapt this well-known technique to geometric quantum mechanics.

The relevant entropy is the equivalent of Shannon’s differential entropy [27] on a manifold. We call it geometric quantum entropy. Given a continuous and smooth probability distribution \( q(Z) \) it is defined:

\[
H_G = - \int_{P(H)} dV_{FS} q(Z) \log q(Z) .
\]

This was first considered, to the best of our knowledge, by Ref. [28]. Its role in quantum thermodynamics and statistical mechanics was recently explored by the authors in Ref. [23]. Here, we do not dwell on the conceptual implications of using \( H_G \) in place of the von Neumann quantum entropy \( S \). We simply note that \( H_G \) is a generalized version of the latter, to which it reduces when \( q(Z) \) is a convex sum over Dirac-delta distributions.

The goal in maximum entropy estimation is to find \( H_G \)'s maximum given the constraints \( C_N = 0 \) (normalization) and \( C_{\alpha,\beta} = 0 \) (a fixed density matrix \( P_\alpha[Z^\alpha\bar{Z}^\beta] = \rho_{\alpha\beta} \)):

\[
\begin{align*}
C_N &:= \int_{P(H)} dV_{FS} q(Z) - 1 , \\
C_{\alpha,\beta} &:= \int_{P(H)} dV_{FS} q(Z) Z^\alpha\bar{Z}^\beta - \rho_{\alpha\beta} ,
\end{align*}
\]

for all \( \alpha \) and \( \beta \).

Applying Lagrange multipliers for the maximization, we define:

\[
\Lambda[\lambda, \gamma, q(Z)] = H_G[q(Z)] - \sum_{\alpha,\beta} \lambda_{\alpha\beta} C_{\alpha,\beta} - \gamma C_N .
\]

Variation with respect to the Lagrange’s multipliers \( \gamma \) and \( \{ \lambda_{\alpha,\beta} \} \) impose the constraints \( C_{\alpha,\beta} = 0 \) for all \( \alpha \) and \( \beta \) and \( C_N = 0 \). Note that since \( \rho = \rho^* \) not all \( \lambda \)s are linearly independent as \( \lambda_{\alpha\beta} = \lambda^*_{\beta\alpha} \). The functional derivative with respect to the probability distribution \( q(Z) \) gives:

\[
\log q(Z) = -(1 + \gamma) + \sum_{\alpha,\beta} Z^\alpha\bar{Z}^\beta \lambda_{\alpha\beta} .
\]

This eventually turns into the following maximum entropy estimate:

\[
\begin{align*}
q_{\text{ME}}(Z) &= \frac{e^{-\sum_{\alpha,\beta=1}^D \lambda_{\alpha\beta} Z^\alpha\bar{Z}^\beta}}{Z(\lambda_{\alpha,\beta})} , \\
Z(\lambda_{\alpha,\beta}) &:= \int_{P(H)} dV_{FS} e^{-\sum_{\alpha,\beta=1}^D \lambda_{\alpha\beta} Z^\alpha\bar{Z}^\beta} .
\end{align*}
\]

In this, we used \( Z = e^{\gamma + 1} \). This fixes the probability distribution’s functional form to be exponential.

To guarantee that \( q_{\text{ME}} \) satisfies Eq. (4)’s constraints, the Lagrange multipliers \( \lambda_j \) must satisfy the following nonlinear equations:

\[
- \frac{\partial \log Z(\lambda_{\alpha,\beta})}{\partial \lambda_{\alpha,\beta}} = \rho_{\alpha\beta} ,
\]

for all \( \alpha, \beta = 1, \ldots, D \). Equivalently, defining \( F(\lambda_{\alpha,\beta}) = -\log Z(\lambda_{\alpha,\beta}) \) and using the Legendre transform of \( H_G \):

\[
\Gamma(\lambda_{\alpha,\beta}) = \sum_{\alpha,\beta=1}^D \lambda_{\alpha\beta} \rho_{\alpha\beta} - F(\lambda_{\alpha,\beta}) ,
\]

one can straightforwardly show that Eq. (7) is equivalent to:

\[
\frac{\partial \Gamma}{\partial \lambda_{\alpha,\beta}} = 0 .
\]
where

\[ \Sigma = \mathbb{E}[\mathbb{E}[\rho]] - \mathbb{E}[\mathbb{E}[\rho]] \]

Convexity of the functional \( \Gamma(\lambda_{\alpha \beta}) \) is established simply by showing that its Hessian \( \Gamma^{(2)}_{\alpha \beta \gamma \delta} \) matrix is positive semidefinite. This is done by noticing that:

\[
\Gamma^{(2)}_{\alpha \beta ; \mu \nu} = \frac{\partial^2 \Gamma}{\partial \lambda_{\alpha \beta} \partial \lambda_{\mu \nu}} \\
= \mathbb{E} \left[ Z^\alpha Z^\beta Z^\mu Z^\nu \right] - \mathbb{E} \left[ Z^\alpha Z^\beta \right] \mathbb{E} \left[ Z^\mu Z^\nu \right] \\
= \mathbb{E} \left[ Z^\alpha Z^\beta Z^\mu Z^\nu \right] - \rho_{\alpha \beta} \rho_{\mu \nu}.
\]

As with any covariance matrix, this is positive semidefinite. Thanks to this reformulation and despite the fact that a closed solution to Eq. (7) is not known, good iterative procedures that provide sufficiently-accurate solutions can be employed [29]. For example, gradient-descent optimization can be directly leveraged to find the minimum of \( \Gamma(\lambda_{\alpha \beta}) \). (For more in-depth discussion see Refs. [30–32].)

Taking advantage of its particularly simple form, we can extract an analytical form for \( Z(\lambda_{\alpha \beta}) \). Appendix A provides the details; here, we simply quote the result. First, since \( \lambda_{\alpha \beta} \) is a Hermitian and positive-definite matrix we know we can always diagonalize it by means of a unitary matrix \( U \): \( U \lambda U^\dagger = \Lambda_D \), where \( \Lambda_D = (\lambda_0, \ldots, \lambda_{D-1}) \). By reversing this relation, the unitary matrix diagonalizing \( \lambda_{\alpha \beta} \) provides a set of \( D \) functions such that \( \lambda_j = f_j(\lambda_{\alpha \beta}) \).

With these definitions in mind:

\[
Z(\lambda_{\alpha \beta}) = \sum_{k=0}^{D-1} \prod_{j \neq k} \left[ f_k(\lambda_{\alpha \beta}) - f_j(\lambda_{\alpha \beta}) \right].
\]

By simple algebraic manipulations, the maximum-entropy estimation \( q_{\text{ME}}(Z) \) can be written as a multivariate Gaussian. Using vector notation \( Z^\alpha = \mathbf{Z} \) and \( Z^\beta = \mathbf{Z}^\ast \) and calling \( \bar{\mu} = (Z^\alpha) \) and \( \tilde{\mu} = (Z^\beta) \), we find:

\[
q_{\text{ME}}(Z) = \frac{1}{Q} e^{-\frac{1}{2}(\mathbf{Z}^\ast - \bar{\mu})(\Sigma^{-1}(\mathbf{Z} - \tilde{\mu}))} \\
Q = \int_{\mathcal{P}(\mathcal{H})} dV_{FS} e^{-\frac{1}{2}(\mathbf{Z}^\ast - \bar{\mu})(\Sigma^{-1}(\mathbf{Z} - \tilde{\mu}))},
\]

where \( \Sigma \) is the covariance matrix \( \Sigma_{\alpha \beta} = \mathbb{E}[Z^\alpha Z^\beta] - \mathbb{E}[Z^\alpha] \mathbb{E}[Z^\beta] \), \( \bar{\mu} \) is the average vector \( \mu^\alpha = \mathbb{E}[Z^\alpha] \), and they are linear combinations of the \( \lambda_{\alpha \beta} \). Fixing \( \Sigma \) and \( \bar{\mu} \) is equivalent to fixing all the \( \lambda_{\alpha \beta} \) and we can use this parametrization to fix the Lagrange multipliers in a functionally simpler way:

\[
\mu^\alpha = \mathbb{E}[Z^\alpha], \\
\Sigma_{\alpha \beta} = \mathbb{E}[Z^\alpha Z^\beta] - \mathbb{E}[Z^\alpha] \mathbb{E}[Z^\beta] \\
= \rho_{\alpha \beta} - \mu_{\alpha} \mu_{\beta}.
\]

Given knowledge of only the density matrix, we have no input about \( \bar{\mu} \), which results in \( \bar{\mu} = 0 \) and \( \Sigma = \rho \).

IV. CONCLUSIONS

The geometric quantum state \( q(Z) \) is a probability distribution on a system’s pure-state manifold \( \mathcal{P}(\mathcal{H}) \). It determines a system’s state at a deeper and more refined level than its density matrix \( \rho \). The latter only contains information about POVM statistics, which are essentially pairwise correlations. And so, to every geometric quantum state \( q(Z) \) there corresponds a unique density matrix \( \rho_q \) that describes \( q(Z) \’s \) POVM statistics; see Eq. (2). However, the correspondence is many-to-one: Given a density matrix \( \rho \), there are various \( q(Z) \) compatible with \( \rho \’s \) POVM statistics. One consequence stems from results presented in the two companion works, Refs. [22, 23], where it is argued in fuller detail that the geometric quantum state is a richer characterization of a quantum system’s physical state—one that goes beyond its POVMs’ statistics. Here, we answered a complementary, operational question, What is the best guess of \( q(Z) \), assuming knowledge of the density matrix \( \rho \)?

![Figure 2. Maximum-entropy geometric quantum state in probability + phase coordinates (p, φ) determined by functional Eq. (11). Here, we started with density matrix ρ given by ρ00 = 1 − ρ11 = 0.45 and ρ01 = ρ10 = 0.2 − 0.3i. This was answered using the constrained maximum entropy paradigm, an ubiquitous estimation technique in science and engineering. We showed that the entropy functional appropriate to quantum settings is the geometric quantum entropy of Eq. (3), a transposition into the quantum-state manifold of the classical notion of entropy of a phase space distribution. Due to Eq. (2)'s relation between the density matrix ρ and the geometric quantum state q(Z), the resulting distribution q(Z) has Eq. (9)'s form of a multivariate Gaussian in which the covariance matrix Σ is directly related to the density matrix ρ. Given the Gaussian form, fixing its parameters...](image-url)
amounts to an appropriate characterization of its average vector $\bar{\mu}$ and covariance matrix $\Sigma$. Using this functional parametrization we derived the maximum entropy estimate for a geometric quantum state $q(Z)$ with density matrix $\rho$:

$$q_{\text{ME}}(Z) = Q^{-1} e^{-\frac{1}{2} \bar{Z}^* \rho^{-1} \bar{Z}} , \text{ with }$$

$$Q = \int_{P(H)} dV_{FS} e^{-\frac{1}{2} \bar{Z}^* \rho^{-1} \bar{Z}},$$

when $\det \rho \neq 0$.
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Appendix A: Calculating the Partition Function

Recall:

\[
Z(\lambda_{\alpha \beta}) = \int_{P(H)} e^{-\sum_{\alpha, \beta} \lambda_{\alpha \beta} Z^\alpha Z^\beta} dV_{FS} .
\]

Since \( \lambda_{\alpha \beta} \) are the Lagrange multipliers of \( C_{\alpha \beta} \) we chose them to be Hermitian as they are not all independent. Thus, we can always diagonalize them with a unitary matrix:

\[
\sum_{\alpha \beta} U_{\gamma \alpha} \lambda_{\alpha \beta} U^\dagger_{\beta \epsilon} = l_{\gamma \delta} .
\]

This allows us to define auxiliary integration variables \( X_\alpha = \sum_\alpha U_{\gamma \alpha} Z^\alpha \). Thanks to these, we express the quadratic form in the exponent of the integrand using that \( (U^\dagger U)_{\alpha \beta} = \delta_{\alpha \beta} \):

\[
Z = \sum_{\alpha \beta} Z^\alpha Z^\beta = \sum_{\alpha \beta} \sum_{\tilde{\alpha} \tilde{\beta}} \sum_{ab} (Z^\alpha U^\dagger_{\alpha a}) (U_{a \tilde{\alpha}} \lambda_{\tilde{\alpha} \tilde{\beta}} U^\dagger_{\tilde{\beta} b}) (U_{b \beta} Z^\beta) = \sum_a |X_a|^2 l_a .
\]

Moreover, recalling that the Fubini-Study volume element is invariant under unitary transformations, we can simply adapt our coordinate systems to \( X_a \). And so, we have \( X_a = q_a e^{i \nu_a} \). This gives \( dV_{FS} = \prod_{k=1}^{D-1} dq_a d\nu_a \). We get to the following simpler functional:

\[
Z(\lambda_{\alpha \beta}) = \int_{P(H)} e^{-\sum_{a=0}^{D-1} l_a q_a \prod_{k=1}^{D-1} dq_a d\nu_a} \frac{2}{2^{D-1}} \int_{\Delta_{D-1}} e^{-\sum_a l_a q_a \prod_a dq_a} .
\]

Now, we are left with an integral of an exponential function over the \( D - 1 \)-simplex. We can use Laplace transform trick to solve this kind of integral:

\[
I_{D-1}(r) := \int_{\Delta_{D-1}} \prod_{k=0}^{D-1} e^{-l_k q_k} \left( \sum_{k=0}^{D-1} q_k - r \right) dq_1 \ldots dq_{D-1}
\]

\[
\Rightarrow \hat{I}_{D-1}(z) := \int_0^{\infty} e^{-zr} I_{D-1}(r) dr ,
\]

\[
\hat{l}_a(z) = \prod_{k=0}^{n} \frac{(-1)^k}{(l_k + z)} (\frac{z^{n+1}}{z - z_k}) ,
\]

\[
= (-1)^{\frac{n(n+1)}{2}} \prod_{k=0}^{n} \frac{1}{z - z_k} .
\]
with \( z_k = -l_k \in \mathbb{R} \).
The function \( \tilde{I}_n(z) \) has \( n+1 \) real and distinct poles: \( z = z_k = -l_k \). Hence, we exploit the partial fraction decomposition of \( \tilde{I}_n(z) \), which is:

\[
(-1)^{\frac{n(n+1)}{2}} \prod_{k=0}^{n} \frac{1}{z - z_k} = (-1)^{\frac{n(n+1)}{2}} \sum_{k=0}^{n} \frac{R_k}{z - z_k},
\]

where:

\[
R_k = \left[ (z - z_k)\tilde{I}_n(z) \right]_{z=z_k} = \prod_{j=0, j \neq k}^{n} \left( \frac{-1}{z_k - z_j} \right).
\]

Exploiting linearity of the inverse Laplace transform plus the basic result:

\[
\mathcal{L}^{-1}\left[ \frac{1}{s + a} \right](t) = e^{-at}\Theta(t),
\]

where:

\[
\Theta(t) = \begin{cases} 
1 & t \geq 0 \\
0 & t < 0 
\end{cases}
\]

We have for:

\[
I_n(r) = \mathcal{L}^{-1}[\tilde{I}_n(z)](r) = \Theta(r) \sum_{k=0}^{n} R_k e^{z_k r}.
\]

And so:

\[
Z = I_{D-1}(1) = \sum_{k=0}^{D-1} e^{-l_k} \prod_{j=0, j \neq k}^{D-1} (l_k - l_j).
\]

Now, consider that \( l_a \) are linear functions of the true matrix elements:

\[
l_a = f_a(\lambda_{\alpha\beta}) = \sum_{\alpha\beta} U_{\alpha\alpha} \lambda_{\alpha\beta} U^\dagger_{\beta\alpha}.
\]

We arrive at:

\[
\mathcal{Z}(\lambda_{\alpha\beta}) = \frac{e^{-f_k(\lambda_{\alpha\beta})}}{\prod_{j=0, j \neq k}^{D-1} (l_k(\lambda_{\alpha\beta}) - l_j(\lambda_{\alpha\beta}))}.
\]