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Errata and Corrections

This thesis represents the first formal presentation of the algorithm for ε-machine reconstruction from
spectral data called ε-machine spectral reconstruction theory or εMSR. As might be expected from
a work that introduces a novel approach—let alone one that is written by a student to satisfy the
requirements of a degree—there is significant attention given to both the theoretical developments
that presage εMSR (Chapters 2-4) as well as the mechanical details of the theory itself (Chapters
6-8). In particular, the derivation of the spectral equations†,‡ and the connection between ε-machines,
correlation functions and power spectra is exhaustively explored by treating many worked examples
(Chapter 5) that would be inappropriate for a research journal publication. For these reasons, this
thesis retains much of its relevance in spite of subsequent expository papers.†,‡,?

However, since taking its final form in December 2001, it has become clear that one aspect of the
exposition given herein, related to the interpretation of the reconstructed ε-machine, is erroneous.
I concluded that the range of interaction between modular layers must be greater than or equal
to three, since only ε-machines that have a memory length†,‡,? of at least three give reasonable
agreement with experiment. Identifying the memory length of the ε-machine with the minimum
range of interaction embodied in an interaction Hamiltonian that governs the coupling between
modular layers is only valid under conditions of thermal equilibrium. The zinc sulphide polytypes
studied here are almost certainly not in equilibrium. Indeed, they are trapped in a local minimum
of the energy with insufficient thermal energy to escape. Hence the conclusion that the minimum
range of interaction between modular layers be at least three is unsupportable. In fact, it can be
shown∗ that a simple model of solid state transformations in these crystals—assuming only nearest
neighbor interactions—can generate long range memories. However, this error in the interpretation
of the memory length of the resulting ε-machine in no way invalidates the either the conceptual or
computational development of εMSR given here. Further, the interpretation of weakly represented
causal state cycles as faulting structures, (Chapter 8), is likewise sound.

Since I have felt the need to prepend this thesis with this explanatory note, I also take this
opportunity to make a several changes to the thesis itself. It would certainly be disingenuous
to make substantive, conceptual alterations, and so I confine my corrections to relatively minor,
editorial matters. These are:

− A number of typographical errors have been corrected.

− A small change in notation has been made to avoid confusion and conform with
subsequent work. Namely, the figure-of-merit α has been changed to β (§4.2) to agree
with usage found elsewhere.†,‡,?

− While no new references have been added, I have updated those references that have
subsequently been published.

− For several tables I discovered that there was no appropriate reference in the text
alerting the reader to their presence. Such wording as necessary to inform the reader of
useful tabulations has been added.

Perhaps some of us are fated to eternal dissatisfaction with our writing and wish for the luxury
of continual, unfettered editorial control, however impractical that may be. I fear that describes me
all too well. Indeed, it seems that with every page I find items that at best are phrased awkwardly
and at worst are misleading, incomplete, or seem to cry out for clarification. I hope that any readers
will forgive any shortcomings they may find.

Dowman P. Varn
Dresden, Germany

November, 2004
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Abstract

Recent advances in the analysis of one-dimensional temporal and spacial series allow for detailed
characterization of disorder and computation in physical systems. One such system that has defied
theoretical understanding since its discovery in 1912 is polytypism. Polytypes are layered com-
pounds, exhibiting crystallinity in two dimensions, yet having complicated stacking sequences in
the third direction. They can show both ordered and disordered sequences, sometimes each in the
same specimen. We demonstrate a method for extracting two-layer correlation information from
ZnS diffraction patterns and employ a novel technique for epsilon-machine reconstruction. We solve
a long-standing problem - that of determining structural information for disordered materials from
their diffraction patterns - for this special class of disorder. Our solution offers the most complete
possible statistical description of the disorder. Furthermore, from our reconstructed epsilon-machines
we find the effective range of the interlayer interaction in these materials, as well as the configura-
tional energy of both ordered and disordered specimens. Finally, we can determine the ‘language’
(in terms of the Chomsky Hierarchy) these small rocks speak, and we find that regular languages
are sufficient to describe them.
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Chapter 1

Prelude

It is fascinating that Nature should produce such complicated structures with compounds such
as SiC, CdI2, and ZnS, all of which have a very simple proportion of atoms in them. If one just
picks up at random one crystal of any of these materials, out of an as grown bunch of crystals,
that tiny speck of the material can have one of several hundred structures - some ordered, some
randomly faulted and some with non-random faulting. Which one will it have and why?

M.T. Sebastian and P. Krishna [61]

Perhaps the most fundamental questions we can ask about a solid are “What is it made of?” and
“How are the constituent parts assembled?” This is so elementary, and yet so basic to any detailed
understanding of the thermal, electrical, magnetic, optical, and elastic properties of materials. At the
beginning of the twenty-first century, concern over the placement of the atoms in a solid seems quaint
and anachronistic, more suited to the dawn of the twentieth century. X-ray diffraction, electron
diffraction, optical microscopy, x-ray diffraction tomography, to name a few, are powerful techniques
to uncover structure in solids. With this arsenal of tools, and the efforts of many researchers,
surely we can have nothing novel to say about the discovery and description of structure in solids,
save perhaps the refinement of well-worn techniques or the analysis of particularly obstinate cases.
But careful examination of present technology reveals that while we are quite good at finding and
describing periodic order in nature, cases that lack such order are much more difficult. Certainly in
the complete absence of structural order, as in a gas, statistical methods exist that permit a satisfying
understanding of the properties of the system without knowing (or even wanting to know) the details
of the microscopic placement of the constituents. But it is the in-between cases, where order and
disorder coexist, that has proven so elusive to both analyze and describe. In this thesis, we will tackle
these in-between cases for a special type of layered material, called polytypes. They exhibit disorder
in one dimension only, making the analysis more tractable. We will give a method for determining
the structure of these solids from experimental data and demonstrate how this structure, both the
random and the non-random part, can be compactly expressed. From our solution, we will be able
to calculate the effective range of the inter-layer interactions, as well as the configurational energies
of the disordered stacking sequences.

Zinc sulfide would seem a rather unpretentious material. Its stoichiometry is simple enough,
the proportion of zinc to sulphur atoms is 1:1. Each zinc atom is tetrahedrally coordinated to
four sulphur atoms and vice versa. It is known to crystallize into the face-centered cubic (fcc)
structure - alternately called cubic zinc sulfide, zinc blende or the sphalerite structure - at low
temperatures. In this configuration, one can think of the zinc atoms as forming an fcc lattice and
the sulphur atoms forming an inter-penetrating fcc lattice displaced from the latter one by one-
quarter of a body diagonal [46]. For our purposes, it is useful to look along the [111] direction
of the conventional unit cell. Taking a zinc atom at the origin of the this cell, we see that the
zinc atoms are arranged hexagonally in the (111) plane with sulphur atoms residing a quarter body
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diagonal length directly above them. We will call the configuration of a plane of zinc atoms in a
hexagonal net with the sulphur atoms placed directly above a modular layer. We can think of the
zinc atoms as ideally close-packed and the sulphur atoms as ‘slaved’ to sit atop the zinc atoms. The
stacking of modular layers proceeds just as for the stacking of layers of close-packed spheres. We
can identify three possible orientations of the modular layer, let us call them A, B and C. Just
as for ideally close-packed spheres, the standard stacking constraints apply, namely that no two
neighboring modular layers may have the same orientation. The zinc blende structure corresponds
to the ...ABCABC... stacking sequence. Just as in the case of close-packed spheres, there can be
other stacking sequences, for example ...ABABAB..., which is known as the hexagonal close-packed
(hcp) structure. It is not surprising then that there are an infinite number of possible stacking
sequences, some of them periodic (as the zinc blende structure is) and some of them aperiodic.
What is surprising is the frequency and apparent ease with which these alternate stacking sequences
occur. Under virtually identical thermodynamic growth conditions, one can find crystals that have
the fcc structure, the hcp structure, one of about 180 other known periodic structures and finally
many disordered structures [61]. This phenomenon of solids built up from identical layers differing
only in the manner of the stacking is called polytypism. The precise definition is somewhat more
liberal than this, see Trigunayat [69] for a recent discussion. The various stacking structures of a
particular solid are called polytypes. The unit cells for some polytypes of ZnS can extent over one
hundred modular layers [61]. The mystery of polytypism then is two-fold: How can so many different
structures exist under equivalent thermodynamic conditions and How can Nature orchestrate such
ordered sequences extending over hundreds of angstroms, much farther than any known atomic
interaction?

Were polytypism confined to just one, or at most a few, substances, then maybe we could be
excused for treating this as a curiosity - interesting but perhaps not deserving of too much attention.
Since the discovery of polytypism in SiC by Baumhauer [7] in 1912, however, it has been found in
dozens of other materials. The most prominent polytypic materials are SiC, ZnS, and CdI2 having
about 150, 185, and 200 known periodic structures respectively. In addition to these, polytypism has
been found in Si, PbI2, SnS2, GaS, micas, kaolins, metals such as Co and Li, various alloys like Cu-Al
and Ag-Cd, oxides such as BaRuO3, and halides like RbNiF3. The list goes on. Interestingly, they
have widely varying physical properties: some are metals like Co, others are insulators like CdI2, and
some are semiconductors like SiC. The nature of the inter-atomic forces also differs widely: some
are mostly covalently bonded, like SiC; while in others, like CdI2, the bonding is predominantly
ionic. Polytypes are found to occur both naturally and in man-made samples. In the last fifty years,
considerable effort has been expended to understand polytypism, with over a dozen theories having
been proposed; but a general explanation is still lacking [61] [69]. Given the diversity of the different
polytypic materials this does not seem surprising. Indeed, one wonders whether the phenomenon
can be attributed to a single cause.

We will have nothing say about mechanisms of polytypism here; that is left to future researchers.
Instead our concentration will be focussed on techniques to describe and detect the structure present
in a particular polytypic material, ZnS. We feel that before a phenomenon can be explained, it must
first be adequately described. In the past ten or fifteen years, significant progress has been made
in pattern discovery and classification in one-dimensional systems. Growing out of an effort to
understand nonlinear dynamical systems, computational mechanics combines ideas from symbolic
dynamics [50] [38], the formal theory of languages [40] [54], and information theory as developed by
Claude Shannon [64] [14] [1]. Computational mechanics provides a systematic method for finding
and expressing the structure and organization in a one-dimensional, discrete sets of data. Using
it, we can define properties like the entropy density, the complexity, and the excess entropy. Com-
putational mechanics answers such questions as “What is the minimum memory the process must
have to produce this data stream?”, “How is information stored and used in the process?” and
“How random is the process?” Computational mechanics does not supplant statistical mechanics,
but rather is complementary to it. Computational mechanics allows us to construct a model of the
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process, called the ε-machine, directly from the data itself. This model is the optimal, minimal
and unique description of the process. So far, computational mechanics has been applied to both
artificial systems such as cellular automata [37], the logistic map [18] [82], and the one-dimensional
Ising model [23] [16], as well as more physical systems like the dripping faucet [30], atmospheric
turbulence [51], and geomagnetic data [13].

It is worth mentioning that our technique for ε-machine reconstruction is novel. Instead of the
usual situation of analyzing a data stream or long sequence of symbols, our information about
the underlying process comes in the form of two-layer correlation functions. We will find that
they provide only impoverished information about the process and impose severe restrictions on the
classes of processes we will be able to detect. We adopt this method not for its superiority to previous
methods, but out of necessity. Nonetheless, we will find that it gives a reasonable answer to our
problem. While our method is specifically directed towards machine reconstruction in a particular
polytypic material, ZnS, we hope that concepts and techniques explored here will prove useful in
machine reconstruction from other kinds of power spectra.

The plan for the rest of this thesis is as follows. Since computational mechanics is not a common
tool in most physicists’ tool chest, we will devote Chapter 2 to explaining the basic ideas and
providing definitions for some the quantities we will use subsequently. In Chapter 3 we will very
briefly discuss the experimental details of the data we will use to infer the underlying process. In
Chapter 4, we show how correlation information can be extracted from the experimental data. In
Chapter 5, in order to build intuition, we give examples of the different diffraction patterns arising
from different, fake processes. In Chapter 6, we discuss our technique for ε-machine reconstruction
from two-layer correlation functions. In Chapter 7, we provide examples of ε-machine reconstruction
from diffraction spectra of known processes. In Chapter 8, we give a discussion of previous models
of disorder in layered solids and show how they relate to ε-machines. In Chapter 9, we employ this
machinery on real experimental data for ZnS and give the models for the underlying process. In
Chapter 10, we present our conclusions and possible directions for future work.
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Chapter 2

A Brief Introduction to
Computational Mechanics

Computational mechanics is not familiar to most physicists. We will therefore give a brief introduc-
tion to the ideas leading up to computational mechanics as well as an overview of the theory itself.
There are several good references available on computational mechanics and the interested reader
is urged to consult these for a much more detailed exposition. These references include Crutchfield
and Feldman [16] [17], Feldman [23] [24], Feldman and Crutchfield [25] Shalizi [62], Shalizi and
Crutchfield [63], Hanson [37] and Young [82].

2.1 The Intellectual Precursors of Computation Mechanics

Computational mechanics arises from the marriage of three distinct lines of thought: symbolic
dynamics, language theory and information theory. Since we borrow terminology and concepts from
each to formulate computational mechanics, let us consider each separately.

2.1.1 Symbolic Dynamics

In the study of nonlinear dynamical systems, discretizing the formalism can greatly facilitate the
analysis. While some systems are naturally discrete, most are not and it is therefore necessary to
introduce a some kind of discretization process. One way to do this is to describe a dynamical system
by using a map [77] [67] [48]. Maps of course can be use to describe other systems, but the motivation
for their study in physics is the connection to dynamical systems. Maps have the convenient property
of being discrete in time, and we can additionally impose a partition B = {B1, B2, ..., Bb} on the
other dynamical variables. Doing so, we associate some Bi ∈ B with the state of the system with
each iteration of the map. In this way, we can build up a sequence of symbols describing the time
evolution of the system. Symbolic dynamics [6] [8] [38] [45] is nothing more than the study of such
a symbol sequence. From the sequence generated from an appropriate choice of B, it is possible to
determine if the orbit of the trajectory is periodic or not, and put a lower bound on the entropy
production of the system.

The slicing of a continuum into finite number of wedges may seem severe, and one may think
that this is artificial in some way. Much of our experience in the macroscopic domain points to a
continuous world. Our measuring instruments - our basic tools for empirical discovery - however are
not. In the process of measurement, we must always face the fact that there is some finite resolution
and we can not distinguish structure on a scale smaller than this. So partitioning the world into
cells is really not so far from our practice.
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Table 2.1: The Chomsky Hierarchy. The most powerful class of languages, those languages that have no

restriction on word production, are called unrestricted languages. As one goes down the list, progressively

stricter rules are imposed on word production.

Type Language Automaton
0 Unrestricted Turing
1 Context-sensitive Linear Bounded
2 Context-free Pushdown
3 Regular Finite

2.1.2 The Formal Theory of Languages

The analysis of strings of symbols is enhanced by a knowledge of the theory of languages [40] [54].
Let us first introduce some notation. A symbol, s, is some abstract entity that we accept intuitively
as existing, but we do not define it. Examples of symbols are letters and digits. An alphabet A
is the finite set of all allowed symbols, A = {s0, s1, s2, ..., sb−1}, where si is the ith symbol in the
alphabet. We denote the size of A as |A|, and this just the number of symbols in the alphabet. We
also define the empty string as λ. A word is the juxtaposition of two or more symbols. For example,
s2s4 is a word composed of the juxtaposition of the two symbols s2 and s4. The length of a word w
is denoted by |w|, and is just the number of symbols in the word. For example |s1s3| = 2. We also
see that |λ| = 0. A concatenation of two words is just their juxtaposition without any intervening
space. If u and v are two words, their concatenation is uv. A word v is a subword of some word
string S if S = uvw with |uw| ≥ 1.

With these definitions in place, we can now define a language. A formal language, L, is the set
of allowed words. For example, suppose we take our alphabet to be binary and represented by the
symbols 0 and 1. Then A = {0, 1}. We could define our set as all possible words. We would then
have L = {λ, 0, 1, 01, 10, 11, 000, 001, ..., 111, 0000, ..., 1111, ....}. A language can also be specified by
the words it does not contain, called forbidden words. A forbidden word is called irreducible if it
contains no forbidden subwords. The set of forbidden words is called the compliment of L, which
we will denote as FL.

The classification of languages according to their allowed words leads to a rich hierarchical
structure. In its most basic form this structure is called the Chomsky hierarchy, and is shown in
table 2.1. The hierarchy is arranged such that the most powerful languages are at the top, and
they decrease in sophistication as one moves down the table. We will not delve into the definitions
of languages higher than those called regular languages; we simply wish to place them in context.
Interested readers are urged to consult [40] [54] for more discussion. In order to define regular
languages, we need to introduce the idea of a grammar. Languages can be classified according to
restrictions placed on the production of words. These production rules are called grammars - because
much like the rules for composing words in natural languages - they tell how words can be ‘made’
in formal languages.

Definition 2.1 We define a generative grammar (or simply grammar) G as an ordered four-tuple
(AN ,AT , S, F ), where AN and AT are finite, non-intersecting alphabets, S is a distinguished symbol
from AN and F is a set of ordered pairs (P, Q) with P, Q ∈ (AN ∪ AT ) and P containing at least
one symbol from AN .

Let us unpack this. The set AN are called nonterminal symbols and we can think of them as
intermediaries in the production of words. The set AT are called terminal symbols and are the
letters of the alphabet from which we wish to build the language. S is a special symbol that starts
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the derivation of the word. Finally, F are the actual production rules we use make words. We write
them as P → Q, and this simply means we replace P with Q. We consider several examples.

Example 2.1 Let us construct the grammar for the language that allows every word over an al-
phabet A = {0, 1}. So let us take AT = {0, 1} and AN = {S}. The production rules F are
just

S → λ

S → 0S

S → 1S

To make a word, one starts with S and can use any of the substitution rules. We can quit when
there are no more symbols from AN in the word. So, to get the empty string λ we use the first rule
and stop. To generate the string 11, we say S → 1S → 11S → 11λ → 11. In this fashion, these
three rules allow us make all possible words composed from the alphabet AT = {0, 1}.

Example 2.2 Let us examine a more difficult example. Suppose we want to generate the language
such that there are no two adjacent 0s, i.e., ‘00’ is a forbidden word. Let us take AT = {0, 1} and
AN = {S} as before. We can accomplish this with the following production rules

S → λ

S → 01S

S → 1S

The second rule requires that we always follow a 0 with a 1. This language is called the golden mean
language, and we will discuss it in more detail in a later chapter.

Example 2.3 As a final example, let us consider the language such that between any two 0s there
is an even number of 1s. Another way of saying this is that the set of forbidden words can be
expressed as FL = {012k+10} with k a non-negative integer. Let us once again take AT = {0, 1}
and AN = {S} as before. We generate this language with the following production rules

S → λ

S → 11S

S → 0S

The second rule insures that we always make 1s in pairs. This language is called the even language,
and we will also discuss it in more detail in a later chapter.

We can now define a regular language:

Definition 2.2 A grammar G = (VN , VT , S, F ) is said to be regular if every rule in F has the form
either A → PB or A → P where A, B ∈ VN and P ∈ V ∗T .

V ∗T is the set of all words over VT . From the definition, we can see that the three examples of
languages introduced above are all regular languages. Higher level languages are defined by relaxing
the restrictions on word production.
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0

0

q3
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1

Figure 2.1: An example of a finite automaton. The states are given by ovals and are labeled q0, q1, q2

and q3. The double oval of q0 indicates that this is a start state, meaning that we must begin any string

generated by the automaton with this state. The directed arcs connecting states label transitions between

the states with the emission of the symbol dressing each arc.

All regular languages can be specified by giving a regular expression R. Let us define a few
operators and then we can proceed on to regular expressions. The notation * appended to a string
means that we can repeat the string as many times as we wish, including no times. So, a∗ =
{λ, a, aa, aaa, ...}. The ‘or’ operator is given by +, and simply means we have a choice. So (0 + 11)
means either 0 or 11, not concatenation, which would be 011. So between the three operations of *,
+, and concatenation, we can build up words. There is an order of precedence, when parentheses are
not used, namely that * has higher priority than +, which has higher priority than concatenation.
So the language that allows all words in the alphabet A = {0, 1} has a regular expression given by
R = (0 + 1)∗ = {λ, 0, 1, 00, 01, 10, ...}. The regular expression for the golden mean language is given
by R = (1 + 01)∗. We really should define regular expressions over an alphabet in a more rigorous,
recursive fashion, as is done in Hopcroft and Ullman [40]; but the notion seems intuitive enough
that this will do. In later chapters, when we give a regular expression for a language, we will assume
that a very long string from the set is taken for the purpose of calculation.

Yet another way to express a regular language is with a finite automaton. We can define a finite
automaton as a finite set of states (also called vertices or nodes) connected by a arcs (also called
edges). On transition from one state to the next, the finite automaton emits a symbol from the
alphabet. Usually one state is designated as the start state, and other states are called final or
accepting states. It is convenient to represent a finite automaton as a directed graph, as shown in
figure 2.1. The ovals represent nodes and the line segments represent arcs. The states are identified
by the labels q0, q1, q2, and q3. The double oval of q0 means that this is the start state. The edges
have symbols attached to them, and these symbols are emitted on each transition from node to
node. Alternately, one can think of this graph as a mechanism for determining whether a particular
string belongs to a language. We start of course with the start state, and a symbol is read in. If
there exists a transition that takes us to another state from our current state, then the symbol is
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q0

q1
1

1

01

0 q2

Figure 2.2: The finite automaton for the golden mean language. The golden mean language is the set of

all words over A ∈ {0, 1} that do not contain two consecutive 0s. This automaton clearly does not generate

two consecutive 0s, as emission of a 0 on the transition from state q1 to state q2 is always followed by the

emission of a 1 back to state q2.

accepted. Otherwise, we reject it and determine that the proposed string is not part of the language.
If, when the string is entirely read in, the final state is an accepting state, then we say that the
string is in the language. For our purposes, we can treat all states as accepting states. Figure 2.2
shows the finite automaton for the golden mean language. Let us give a formal definition to a finite
automaton.

Definition 2.3 We define a finite automaton M as an ordered quintuple (N ,A, δ, S,NF ), where N
is a finite set of states, A is a finite alphabet, δ is transition function, S is a start state, and NF is
a set of accepting states, NF ⊆ N .

The transition function δ just tells us how one state evolves into another on emission of a symbol a.
That is, δ(Ni, a) is a state for each state Ni ⊆ N , and symbol a. δ(Ni, a) may not be defined for all
Ni and a, in which case the transition is not allowed.

It is helpful to distinguish between different kinds of graphs. Let us call a finite automaton
deterministic if the symbol emitted at each edge takes the system to a definite state. For example,
suppose that the transition from q3 to q0 in figure 2.1 is labeled with a 0 instead of a 1. Then if
we are at state q3, emission of a zero does not uniquely define the next state. Figure 2.1 would still
be perfectly fine finite automaton, but we would call it nondeterministic. Determinism then here
means something a little different than what a physicist might think. Determinism does not imply
that each state has a unique successor state, but rather that each state on emission of a particular
symbol has a unique successor state, provided such a transition is allowed. It can be shown that any
nondeterministic finite automaton can be written as an equivalent deterministic finite automaton,
although in general the deterministic version has exponentially more states.
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Regular languages can be further divided into subshifts of a finite type and strictly sofic systems.
Subshifts of a finite type (SFT) are those regular languages that have a largest irreducible forbidden
word. The language composed of all strings, as in example 2.1, is one, as is the golden mean language.
Certainly the golden mean language has forbidden words of indefinite length, but they are reducible
because they all have ‘00’ as a subword. The even language, however, has no largest irreducible
forbidden word. In a sense, then this language must possess an infinite memory since it must be
able to distinguish between indefinitely long sequences of 1s sandwiched between two 0s. The even
language, then is an example of a strictly sofic language (SS). SFTs have the nice property that they
represent rth-order Markov processes. Recall that an rth-order Markov process is one in which the
admissibility (or probability in the case of stochastic processes) of the next symbol in a sequence
depends at most on only the previous r symbols.

It turns out that all of these different ways of specifying a regular language are equivalent. We
can give the list of allowed words, or alternatively the list of forbidden words; we can give the
grammar; we can write out the regular expression; and finally we can draw the finite automaton.
We have the freedom to use whichever is most convenient. In further developments, we will find
that the graphical representation is most helpful. The formal theory of languages, which we have
touched on in only the most cursory way here, is rich and leads to many avenues of inquiry, such
as Gödel’s Undecidability Theorem; but for the description of physical processes we find it lacking.
The theory of languages only addresses the question of whether a particular string is allowed, not
whether it is common, or rare, or somewhere in between. To treat the probabilities of seeing a word,
we need to appeal to another discipline, that of information theory.

2.1.3 Information Theory

Information theory [1] [64] [14] was founded by Claude Shannon in 1940s to investigate how to better
transmit and compress data for an increased efficiency in communication. It is often considered a
part of communication theory, but it has applications beyond this field. We wish to introduce a few
basic notions from information theory that we will find useful in the construction of computational
mechanics.

The first idea is that of the entropy of a probability distribution. Suppose we have some random
variable, X , that can take on the values x ∈ A, where A is some finite discrete set. It is customary
to take capital letters as random variables and the lower-case as their particular values. We will
take Pr(x) as the probability of x. Then we define the entropy of the probability distribution X to
be

H [X ] ≡ −
∑

x∈A

Pr(x) log Pr(x) (2.1)

where the logarithm is understood here, and for the rest of this thesis, to be taken at base 2. With
this convention, the units of H are bits. We can also see that H ≥ 0 for any probability distribution.
The form of equation 2.1 is not arbitrary, but rather it can be shown to follow, up to an overall
multiplicative constant, from three quite reasonable assumptions.

1. H is a maximum for a uniform probability distribution. Since this represents the maximum
uncertainty we can have about the value of X , it seems only reasonable that H should reflect this
lack of knowledge.

2. H should be continuous in the probabilities. Certainly a small change in the probability distri-
bution should result in only a small change in H .

3. Probabilities can be grouped in various ways. We insist that H be only a function of the
distribution itself and not how events are grouped in the distribution.
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There are several ways one can interpret equation 2.1. One is that H gives the average number
of yes-no questions that one needs to ask to determine the value of X , if the questions are chosen
optimally. Another is that we can interpret H as the expectation value of the surprise, where the
surprise is defined as (− log Pr(x)). This makes some sense, in the following way. For very common
events, Pr(x) is not too far from one, so (− logPr(x)) is small indicating that we are not so ‘surprised’
when we see x. However, for rare events, Pr(x) is small making (− log Pr(x)) large, indicating we
are ‘surprised’ to see x. To get the expectation value of the surprise, we multiply the surprise by
the probability of seeing each event, Pr(x), and sum over events. This is just H . Of course we
should not overlook the similarity of equation 2.1 to the thermodynamic entropy S written in terms
of canonical probabilities [53] as

S = −k
∑

i

Pi ln Pi (2.2)

with Pi = exp−βEi

Z and
∑

i Pi = 1. (Ei, Z, β, and k have their usual thermodynamic meanings here.)
There are several other entropies defined in information theory, and we list them now. They

involve two distributions, let us call them X and Y , and take values from the finite sets A and
B respectively. As usual, we denote the variable with capital letters and the particular value it
assumes in lower-case. Let us first fix some notation. We define the joint probability Pr(x, y) to be

the probability that X = x and Y = y. We define the conditional probability Pr(x|y) ≡ Pr(x,y)
Pr(y) .

With these definitions in place, we define the joint entropy of two variables as

H [X, Y ] ≡ −
∑

(x,y)∈A×B

Pr(x, y) log Pr(x, y). (2.3)

We can also define the conditional entropy of one variable on another in terms of their joint entropy
as

H [X |Y ] ≡ H [X, Y ] − H [Y ]. (2.4)

The interpretation of H [X |Y ] is simple enough. It represents the uncertainty remaining in X once
we know Y .

Finally, let us define mutual information between two random variables X and Y .

I [X ; Y ] ≡
∑

(x,y)∈A×B

Pr(x, y) log
Pr(x, y)

Pr(x) Pr(y)
. (2.5)

We can interpret I as the reduction in the uncertainty in one variable due to knowledge of another.
We note that I is symmetric in its arguments, as I [X ; Y ] = I [Y ; X ].

2.2 Computational Mechanics

Let us now give a brief account of computational mechanics, aiming at providing an intuitive un-
derstanding rather than formal discourse. For all of the technical details, proofs, and mathematical
rigour, as well as a more detailed and complete disquisition, the reader is referred to [17] [63] [62].
The basic paradigm of computational mechanics is stated easily enough. We assume an observer
has access to a one-dimensional data stream (often called a measurement channel) that is produced
by some system. The data can be discrete, or we can apply some discretization process to make it
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Figure 2.3: A pictorial representation of causal states. We show all possible histories
←

S and their division

into causal states Si. (Figure courtesy of C.R. Shalizi)

so in the case of a continuous source. Then the observer can build up a string of indefinite length
of symbols s from some finite alphabet A. This is the only information the observer has about
the process producing the data. From this string, what, if any, conclusions or comments can the
observer make? Can the observer, for instance, make a model of the process responsible for this
data? Computational mechanics provides a technique for doing just this.

First we fix some notation. Let us denote a one-dimensional, bi-infinite chain as
↔

S .

↔

S≡ ...S−2S−1S0S1... (2.6)

where the subscripts on S indicate their placement in the string. We further define semi-infinite

chains as
→

S≡ S0S1.... and
←

S≡ ...S−2S−1. We call
←

S histories or pasts and
→

S futures. We may wish
to speak of a block of variables, and we shall denote this as SL = S0...SL−1.

We want to construct the minimal model that can explain the data. To do this let us consider
the space of all histories. To make an optimal prediction of the future, many details of the past
may be irrelevant. We want to forget as many of these irrelevant facts as possible and concentrate
only on those details which have been shown to make some difference. Let us put aside how one
actually determines what is important and what is not for the moment. We group all histories that
have the same important facts together. Since they have everything in common that is important
for predicting the future, each one will have the same future (in a statistical sense). So we say they
have equivalent futures. This division is shown in figure 2.3. The Si ∈ S are called causal states.
Simply put, these states keep track of everything that is useful for predicting the future and they
forget everything else. It turns out that they can be constructed directly from the data stream itself,
and there are two known algorithms for doing this. One is the Crutchfield-Young algorithm [37] for
merging past histories, and the other is the Klinkner-Shalizi algorithm [47] that curiously takes the
opposite view of splitting histories when something is found that that distinguishes them. Both of
these, however, assume a data stream and as we will see, the experimental data used in our present
work does not provide information in that form. So we will not discuss the determination the causal
states from a data stream here.



Chapter 2: A Brief Introduction to Computational Mechanics 13

We should mention a few properties of causal states. First, by the construction given, we see
that they are minimal. By this we mean that they have no unnecessary structure in them. To
eliminate any structure would be to throw away important predictive information. We could always
add more structure, more complexity, but this would not improve the predictive power of the model.
It would only mean that we are carrying around more information than we need. Secondly, also
by construction, they are maximally prescient. Since we have kept all information that is shown to
have predictive value, no other formulation can have more predictive power. The causal states have
as much predictive power as the underlying process will allow. Lastly, causal states are unique. Up
to a trivial relabeling of states, the causal states admit no reformulation.

We can now imagine that we have found the states as given in, say, figure 2.3. We have been
observing the process for a very long time and let us say we know what causal state we are in.
We observe another symbol. This new symbol becomes part of the history, and this new history
must belong to some causal state we have listed. (This can be true in the limit of having seen some
infinite past. Theorists are allow such luxuries.) So we say that, upon seeing a new symbol, we
make a transition to another causal state. That is, we can think of transitions connecting causal
states on the emission of a symbol. This is reminiscent of a finite automaton, and in fact we can
treat causal states connected in this way as a finite automaton. When we do so, we have have an
ε-machine. Graphically, an ε-machine looks just a finite automaton, except that there are conditional
probabilities attached to the arcs.

Let us mention a few properties of ε-machines. First it turns out that they are deterministic.
There is a unique successor state for each causal state on the emission of an allowed symbol. The
machine is also Markovian. That is, knowledge of the current causal state is sufficient for optimal
prediction. We do not need to know the history of past states. Finally, ε-machines are the maximally
accurate predictors with the minimal statistical complexity (we define statistical complexity below).
They are the best one can do, and they invoke the least complexity to do it. It is tempting to think
of ε-machines as stochastic versions of finite automata, and indeed there are resemblances. But
stochastic finite automata need not be minimal, maximally prescient, or deterministic. We do not
interpret the nodes to be causal states.

Additionally, ε-machines have a unique start state, as do finite automata. Often, the start state is
transient, that is, in the limit of an infinite string, transient states are causal states that are visited
with probability zero. Of course, other states can be transient also. We differentiate these from
recurrent states, which are those causal states that are visited with a probability greater than zero
in the limit of an infinite string. All states in an ε-machine are accepting states. Also, we require
that the recurrent states be strongly connected, that is, colloquially put, the graph is not allow split
into two separate pieces.

The goal of computational mechanics is to reconstruct the ε-machine from data. Once done,
the ε-machine is a model of the system that produced the data, with all of the nice aforementioned
properties. It tells us how information is stored and processed by the system. From the ε-machine,
we can calculate a number of quantities that describe these information storage and use features.

The Source Entropy Rate: Known variously as the thermodynamic entropy density and the metric
entropy, hµ specifies the irreducible randomness produced by a source after correlations are accounted
for. It has units of bits/symbol. For a completely random source hµ = log2 |A| bits/symbol, where
|A| is the size of the alphabet, and completely predictable processes have an hµ = 0 bits/symbol.
We can define hµ as,

hµ ≡ lim
L→∞

H [SL]

L
. (2.7)

There are several alternate ways to find hµ. We can take the limit in equation 2.7, or, we can say

hµ = H [S1|
←

S ]. (2.8)
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If we know the ε-machine, we can say,

hµ = −
∑

{Si}

∑

s∈{A}

Pr(s,Si) log Pr(s|Si). (2.9)

Yet another way to find hµ is through the relation

hµ = lim
L→∞

(

H [SL] − H [SL−1]
)

. (2.10)

We can also define the entropy rate over a finite past as

hµ(L) ≡ H [SL] − H [SL−1], L ≥ 1. (2.11)

In general, we find hµ(L) to be a monotonically decreasing function of L since more knowledge of
the past should decrease the uncertainty of the future.

Total Predictability: When we make a single-symbol measurement, we can think of the information
gain as having two contributions. The first is due to the randomness, hµ, and the second comes
from the order or redundancy in the process. We call the latter the total predictability, G, and it is
defined as

G ≡ log |A| − hµ. (2.12)

We see that the units of G must be the same as those of hµ, namely bits/symbol. There are other
interpretations of G, and for a much more thorough discussion the reader is referred to reference [17].

Statistical Complexity: The statistical complexity, Cµ, is the minimum average amount of memory
needed to statistically reproduce the configuration ensemble to which the sequence belongs. See
ref [26]. We find this measure directly from the recurrent portion of the ε-machine. Cµ is defined as

Cµ ≡ H [S] (2.13)

= −
∑

i

Pr(Si) log Pr(Si). (2.14)

Being a measure of memory, Cµ has the units of bits.

Excess Entropy: Also called the effective measure of complexity [33], E measures the total apparent
memory in a source. We can write this as

E ≡ I [
→

S ;
←

S ]. (2.15)

We can also write the excess entropy as,

E =

∞
∑

L=1

[hµ(L) − hµ]. (2.16)

The units of the excess entropy are bits. It can be shown that E ≤ Cµ.
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Figure 2.4: Examples of de Bruijn Graphs. The left most graph shows the r = 1 de Bruijn graph. This

graph explicitly postulates a memory of one, so we can label the nodes by the last symbol seen. Transitions

between nodes are labeled with two symbols. The r = 2 graph is shown on the left. Note that there are 2r

nodes and 2r+1 arcs.

Transient Information: We define T as the transient information. Basically, T is a measure of the
amount of information an observer must extract from measurements to synchronize to a process.
We can write the transient information as

T =

∞
∑

L=1

L[hµ(L) − hµ]. (2.17)

The units of T are bits × symbol.

Unless noted otherwise, we use equations 2.10, 2.12, 2.14, 2.16, and 2.17 to find the relevant
computational quantities.

2.3 De Bruijn Graphs

De Bruijn graphs are not a part of computational mechanics, but they will form an important step
in our method to reconstruct ε-machines. So we shall give an introduction here.

Introduced to provide a useful representation for one-dimensional ground states, de Bruijn graphs
are directed graphs with 2r nodes and 2r+1 arcs connecting nodes. To construct a graph, we write
down all possible sequences of r spins as nodes and then connect two nodes, N1 and N2, with a
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Table 2.2: The number of simple cycles NSC in a de Bruijn graph of range r [68]. There is no general

expression for the number of simple cycles as a function of r, the last two entries being found using a

computer search. It is thought that NSC ∝ r × 2(2r−1
−r).

r NSC

1 3
2 6
3 19
4 179
5 30176

directed arc from N1 to N2 if the rightmost (r − 1) spins of N1 are the same as the leftmost (r − 1)
spins of N2. The arc is then uniquely labeled with the (r +1) spin sequence. One can then associate
a weight to each arc, which is usually taken as an energy. The assumption here is that there is
an interaction among spins that has a range of at most r. The total energy of a string of spins
may then be found by reading them in sequentially and allowing blocks of length (r + 1) to drive
transitions between nodes. At each transition, the graph produces an energy, and the sum of all
such energies gives the energy of the entire string (neglecting end effects). Since there are 2r nodes,
the longest path that one can see without visiting a node more than once is 2r. This path is called
a “Hamiltonian cycle”. Unlike finite automata, there can be no possibility of rejection of a string,
as, by construction, each graph allows all possible sequences of spins.

A useful notion arising from these graphs is that of simple cycles. We define a simple cycle as
a closed, non-intersecting path in the graph. Any arbitrary string of indefinite length may then be
written as a series of simple cycles. Each graph has a finite number of simple cycles, and hence we
can determine the energy per symbol for each simple cycle, and the one, or if degenerate, few that
have the lowest energy per symbol correspond to the ground state. Canright and Watson [12] used
graphs of this form to argue that symmetry considerations can lead to degenerate ground states in
one-dimensional Hamiltonians without the fine-tuning of parameters. Since each node in a de Bruijn
graph is represented by the last r symbols read in, the graph clearly implies a finite memory of range
r. We also see that de Bruijn graphs are deterministic in the sense given in §2.1.2. For our purposes
then, de Bruijn graphs will give us a convenient way to represent rth-order Markov processes. We
shall no longer interpret each weight assigned to an arc as an energy, but as the probability of seeing
the word that labels that arc in a string.

The advantages of using de Bruijn graphs are obvious. They resemble finite automata and
therefore ε-machines, and so the bridge from de Bruijn graphs to ε-machines is not far. Each de
Bruijn graph of memory r exhaustively represents all possible distinctions among strings of length r.
Since we are considering a system which, on physical grounds, we expect to have a finite memory, the
approximation of starting with small memory processes and progressively increasing that memory
is appealing. Additionally, since crystal structures are just an indefinite repetition of a symbol
sequence, we see that this corresponds to a simple cycle on some de Bruijn graph. The smallest
graph on which we can express the simple cycle gives the range of the effective interaction that the
system must have. The drawback to beginning with de Bruijn graphs, of course, is that we will
be confining our search for processes to those which can expressed as part of a de Bruijn graph.
If a process is strictly sofic, our attempt to find it this way may mislead us. We will see that a
straightforward process such as the even system can be modeled by a finite r machine, but that it
is only an approximation.
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Some Practical Details regarding
Polytypes and Diffraction Patterns

Let us now abruptly switch gears and turn our attention to some experimental and notational
matters concerning polytypes and diffraction patterns. In §3.1 we will discuss the various ways that
the stacking sequences of close-packed structures are described; we will give a short account of the
experiments we will analyze in §3.2; we will briefly provide some kinematic details in §3.3; we will
show how to correct the experimental diffraction patterns for unwanted effects in §3.4; and finally
in §3.5 we will list some assumptions necessary to analyze the data.

3.1 Notational Matters concerning Polytypes

There are many ways to express stacking sequences of closed-packed structures. These include
Ramsdell notation, ABC notation, the Hägg or ∆−∇ notation, Zhdanov notation, and the h-k
notation [61]. To avoid confusion, we will minimize the notations we use to just few; but since our
work is cross-disciplinary, it will be convenient to have several at our disposal. Let us list and discuss
each.

ABC notation. An unambiguous way to specify the stacking sequence, the ABC notation is appli-
cable for both ordered and disordered sequences. Simply put, this notation specifies the absolute
position of each layer in the polytype. We will call the orientation of each layer its spin and since
the ABC notation gives the absolute position for each layer, we will say that A, B or C gives the
absolute spin of a particular layer.

Hägg notation. Due to stacking constraints, no two adjacent layers may have the same absolute
spin, and we can take advantage of this by introducing relative spins. If the (n+1)th-layer is related
to the (n)th-layer by a clockwise rotation (A → B → C → A), Hägg denoted this interlayer spin
by ‘+’, and counterclockwise rotations (A → C → B → A) are labeled with a ‘-’. We will find this
useful, except that we prefer to use ‘1’ and ‘0’ in place of ‘+’ and ‘-’. Up to a trivial overall rotation
of the crystal, the ABC notation and the Hägg notation are completely interchangeable.

Ramsdell notation. Applicable only to ordered structures, the Ramsdell notation is a convenient
short-hand for particular polytypes. The format is xZ, where x is the repeat length along the
stacking direction and Z specifies the the symmetry present, either hexagonal(H), rhombohedral(R),
cubic(C), or unknown(L). Since we only discuss in detail three ordered structures, it seems easy
enough to just list them. The 3C structure is ...ABCABC..., the 2H structure is ...ABABAB... and
the 6H structure is ...ABCACB.... For longer period polytypes, this notation can be quite useful.
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ε-machine notation. Certainly a non-standard way to describe crystal structure, we can neverthe-
less specify ordered structures by giving the ε-machine or equivalently the finite automaton of the
corresponding language. We interpret the output of the ε-machine or finite automaton as the Hägg
notation for the sequence. Since hµ = 0 for ordered sequences, the ε-machine will precisely specify
the structure. For disordered sequences, however, giving the ε-machine will reproduce members of
an ensemble that all have the same statistical properties. Nonetheless, we will find this quite useful,
since for disordered structures it turns out that the diffraction pattern is the same for virtually all
members of the ensemble.

We also note that the 3C structure is also called the fcc lattice and the 2H structure is likewise also
called the hcp lattice.

A short note on terminology. We use the term ‘crystal’ in a slightly different way than it is usually
defined [46]. Typically, when one speaks of a crystal, the reference is to a basis of atoms attached to
a lattice that forms a regular three dimensional array of points in space. The crystal is then invariant
under a lattice translation operation. For the disordered samples we discuss, this is clearly not true.
However, confining the disorder to one dimension preserves much of the symmetry one expects in a
crystal. Lattice translation operations in the plane of the modular layers remain good symmetries,
it is only along the stacking direction that this breaks down. And there, the modular layers can
take only one of three orientations. The direction of the stacking axis is preserved throughout the
specimen. Because of these facts, we can meaningfully define reciprocal lattice vectors. The use the
term ‘crystal’ does provide an important distinction however. It is common to use powder samples
in x-ray diffraction experiments, and we certainly are not considering those here.

3.2 A Brief Description of the Experiment

We will examine the diffraction pattern ZnS crystals along the 10.l row for seven spectra taken by
M.T. Sebastian and P. Krishna [61] [59] [60] [55]. (We give a definition of the 10.l row in §3.3.)
These crystals were grown in the presence of H2S gas. Many revealed 2H, 3C, and other structures
as well as stacking faults. The crystals were on the order of 0.5 - 2 mm in length and 0.1 - 0.4
mm in diameter. Many of the crystals were further annealed at temperatures ranging from 300 -
1100 C in vacuum for a duration of an hour before being quenched in cold water to arrest the solid
transformations taking place. It was found that packing the crystals in ZnS powder helped prevent
contamination of the crystals by the walls of the container. The crystals we will study did not show
any kinking, a sign of transformations taking place via the periodic slip mechanism [61]. The shape
of the crystals was unchanged by the annealing process. They report the intensity of the diffracted
radiation along the 10.l row, using a MoKα radiation source, which has a wave length of λ = 0.7107
Å. The diffracted intensity was recorded in steps of ∆l = 0.01 using a computer controlled four circle
single crystal diffractometer, with the crystal and counter held stationary during each observation.
The crystals were oriented using the sharp reflections h−k = 0 mod 3, which are not smeared in the
presence of disorder along the stacking direction. M.T. Sebastian and P. Krishna [60] report that
the patterns suffer from a gradual change in the scale-factor so that relative intensities far removed
from each other can not be compared accurately. The scale-factor changes slowly enough so that
the intensity over the individual peak profiles is unaffected by this degradation. We will have more
to say about this in later chapters.

3.3 Some Kinematic Details

Let us now write out a few of the equations necessary to describe the scattered wave. Let k be
the wave vector of the incident radiation and k′ be the wave vector of the scattered radiation. For
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elastic scattering, we have |k′| = |k|. The de Broglie relation between the magnitude of the wave
vector and the wave length is |k| = 2π/λ. We write the change in the wave vector as

∆k = k′ − k. (3.1)

We have the standard relation between the incident wave vector and the change in the wave vector,
namely,

|∆k| = 2|k| sin θ. (3.2)

where θ is the angle of incidence. We take the standard hexagonal net [71] in the plane of the
modular layers, with the usual primitive translation vectors, a and b and let a = |a| = |b|. We
define c to be perpendicular to the hexagonal net and take the magnitude of |c| = c to be the spacing
between modular layers. Let us then write the ‘reciprocal lattice vector’ as

∆k = G = ha∗ + kb∗ + lc∗, (3.3)

where a∗, b∗, and c∗ are primitive translation vectors of the reciprocal lattice. Clearly we do not
have a reciprocal lattice any more than we have a lattice structure in real space, but, as in real space,
there is crystallinity in the ‘reciprocal modular layers.’ So, in reciprocal space, as in real space, the
disorder is confined to the stacking direction. Since we are interested in the diffraction pattern along
the 10.l row we have

∆k = G = a∗ + lc∗. (3.4)

We find the magnitude of ∆k to be

|∆k| =
2π

c

[

4

3

( c

a

)2

+ l2
]

1

2

. (3.5)

3.4 How to fix Diffraction Patterns

We want to extract information about the two layer correlation functions from the diffraction pat-
tern, but there are other factors which affect the measured intensity and for which we must ac-
count [4] [5] [10] [29] [49] [79]. Let us call the uncorrected diffraction pattern I(l, Q) the raw data
as reported by M.T. Sebastian and P. Krishna [61]. Q represents the correlation functions which we
are trying to find. We can the write intensity of the uncorrected diffraction pattern as

I(l, Q) = C(l) × I(l, Q). (3.6)

where C(l) are diffraction effects not dependent on the correlation functions, and I(l, Q) represents
those factors which depend on the correlation functions. Let us call C(l) correction factors and
I(l, Q) the corrected diffraction pattern. We will detail the dependence of the diffraction pattern on
the correlation functions in the next chapter. For now, let us concentrate on the correction factors.
We have considered several factors, and we list them now.
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Atomic Scattering Factor. The radiation is scattered from the electrons in the atom, and this
scattering is dependent on their spacial distribution as well as the wavelength of the incident radiation
and angle of reflection. Calculations of these effects are given in reference [36], and we employ them
in our work. We call the atomic scattering factor for zinc fZn and that for sulphur fS.

Structure Factor. We need to account for the fact that the basis is composed of two atoms, one zinc
and the other sulphur. This is easily done using the structure factor [46]. Since the two atoms in
the basis are separated only along the stacking direction, the structure factor is given by

f2
ZnS = f2

Zn + f2
S + 2fZnfS cos(3πl/2). (3.7)

Anomalous Scattering Factors. The atomic scattering factors take into account the distribution of
electrons in the atom, but they assume that the electronic binding energy is small compared to
energy of the x-rays so that the electrons scatter radiation as if they were free [36]. Additionally,
there may be changes in the phase of the scattered wave. These effects can accounted for by the
anomalous scattering factors, also called dispersion factors. For our case, we find these to be small,
but we have included them nonetheless.

Polarization Factor. The intensity of the radiation scattered from an electron depends on the polar-
ization of the incident radiation and the angle at which the radiation is scattered. For unpolarized
radiation, we average over the two polarization components and get a correction factor given by [74]

P (θ) =
1 + cos2(2θ)

2
. (3.8)

Thermal Factors. Thermal vibrations cause the atoms in a crystal to vibrate about their mean
position. Making the assumption of small, isotropic vibrations, one can derive the Debye-Waller
factor, fDW

j [79], for the jth atom as,

fDW
j = exp−2Bj sin2 θ/λ2

(3.9)

where Bj is the temperature factor for the jth atom. For ZnS, one can just take the average factor
to find an approximation for the overall effect. Doing so, one finds BZnS = 0.79. Typical values of
sin θ are 0.10 - 0.16 for the Sebastian and Krishna experiments, so the overall intensity is reduced
by about 5%, with smaller values of l being less affected. (The actual range is fDW

j = 0.96 → 0.93
as l = 0 → 1). We do not include this effect in our calculations.

Absorption Factor. Absorption can decrease the intensity of the x-rays as they pass through the
sample. This decrease is an exponentially decreasing function of the distance through which the x-
rays must pass. As the angle of incidence changes, this distance, and hence the absorption, changes.
It is worthwhile to calculate the linear absorption coefficient, µ [79] [49], whose inverse measures the
distance over which the intensity falls by a factor of 1/e. This coefficient is given by

µ = ρ
∑

i

Pi(µi/ρi) (3.10)

where ρ is the mass density of the material, Pi is the fraction by mass of the ith element in the
material and µi/ρi is the mass absorption coefficient for the ith element in the compound. Using
ρ ≈ 4.1 g/cm3, µZn/ρ = 55.4 cm2/g, µS/ρ = 9.55 cm2/g, we find 1/µ ≈ 6 mm. Since the change in
the angle is small in the interval 0 ≤ l ≤ 1, the change in the path length and hence the absorption
is also small for our crystals, therefore we consider this factor to be ignorable.

Combining the above, we get an overall correction factor C(l) for the diffraction pattern, and we
show this in figure 3.1.
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Correction Factor C(l) for ZnS Spectra with MoKα Unpolarized Radiation
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Figure 3.1: The correction factor C(l) for ZnS diffraction patterns assuming unpolarized radiation of wave-
length λ = 0.7107 Å. The corrections included are for atomic form factors, structure factors, anomalous
scattering factors and the polarization factor.

3.5 Some Assumptions

To make the analysis tractable, we employ the following assumptions.

Perfect Modular Layers. We assume the modular layers themselves are undefected. That is, each
layer is crystalline in the strict sense, with no point defects, impurities, or distortions in the two
dimensional lattice structure.

Scattering Power same for all Layers. We assume that each layer diffracts x-rays with the same
intensity. There is no reason to believe that this is not so, unless absorption effects are important
or the geometry of the crystal is such that each layer does not have the same cross-sectional area.

Constant spacing between Modular Layers. The spacing between layers can change slightly between
polytypes, but this is known to be quite small [58], perhaps about 0.3% between the 2C and the 3H
modifications of ZnS. We therefore treat the separation between different modular layers as constant,
regardless of the local stacking arrangement.

Entire Layer is Shifted with respect to Neighbors. We assume that the entire modular layer is
shifted with respect to its neighbors. This is reasonable, since the stacking fault energy is quite
small. Another way to say this, is that we assume that the stacking faults extend all through the
crystal.

Spherical Atoms. To calculate the atomic form factors, we make the assumption of neutral, spherical
atoms. The bonding in ZnS is at least partially covalent, so we know this is not completely realistic.
But since only two of the electrons in a ZnS pair are directly involved in the bonding, the other
forty-four being more or less bound by their respective nuclei, we do not consider this to be a large
source of error.

Stationary Process. The requirement of stationarity is necessitated by our use of computational
mechanics. Simply put, a stationary process is one in which the probability of finding a particular
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stacking sequence is the same through out the crystal. We therefore are assuming that the faults
are uniformly distributed though out the crystal.



Chapter 4

All about Two-Layer Correlation
Functions and Diffraction Patterns

Now that we have corrected the diffraction pattern for the form factor, the polarization factor, etc.,
we can now examine that part of the diffraction pattern which depends only on the the number
of layers and their arrangement. Let us visualize the picture we have. There are N hexagonal,
close-packed layers, with each layer occupying one of three positions, A, B or C. These layers are
then stacked, and we wish to find the relationship between the stacking order and the diffraction
pattern. Let us introduce three quantities, Qc(n), Qr(n), and Qs(n), which we will call the two-layer
correlation functions. Let us take c, r, s to stand for cyclic, reverse, and same respectively. Qc(n) is
defined as the probability that any two layers at a separation of n are cyclically related. By cyclic,
we mean that if the ith layer is, say A, then the (i +n)th layer is B. Qr(n) and Qs(n) are defined in
a similar fashion. Since these are probabilities, 0 ≤ Qα(n) ≤ 1, where α ∈ {c, r, s}. It is clear that

Qc(n) + Qr(n) + Qs(n) = 1 ∀ n. (4.1)

With these definitions, we can write an expression for the diffraction pattern, see Yi and Can-
right [80],

I(l) =
I0

N

{

sin2(πNl)

sin2(πl)
− 2

√
3

N
∑

n=1

[

(N − n)[Qc(n) cos(2πnl +
π

6
)

+ Qr(n) cos(2πnl − π

6
)]
]

}

. (4.2)

This expression for the diffraction pattern is only valid for a stacked sequence of two dimensional
hexagonal layers. It is easy to see that I(l) is periodic in l with period one, so we need only examine
l over the unit interval.

It is instructive to rewrite equation 4.2 by expanding the cosine terms. Doing so, we get,

I(l) =
I0

N

{

sin2(πNl)

sin2(πl)
− 3

N
∑

n=1

{

(N − n)
[

(Qc(n) + Qr(n)) cos(2πnl)

+
1√
3
(−Qc(n) + Qr(n)) sin(2πnl)

]

}

}

. (4.3)
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The diffracted intensity is now written in terms of orthogonal functions plus an additional term. The
Qs then play the role of expansion coefficients. One can also see that if and only if Qc(n) = Qr(n)
for all n, then I(l) = I(−l) = I(1 − l).

We will find it useful to just consider the quantity in the large braces, so let us define a quantity
I ′(l) such that

I(l) =

(

I0

N

)

I ′(l). (4.4)

which gives for I ′(l)

I ′(l) =
sin2(πNl)

sin2(πl)
− 2

√
3

N
∑

n=1

[

(N − n)[Qc(n) cos(2πnl +
π

6
)

+ Qr(n) cos(2πnl − π

6
)]
]

. (4.5)

We can think of I(l) as being the intensity diffracted per modular layer and I ′(l) as the intensity
diffracted by N layers. Let us call I ′(l) the N -layer diffraction pattern and and I(l) simply the
diffraction pattern.

4.1 Q-extraction

The form of equation 4.3 suggests that the correlation functions can be pulled out by multiplying
both sides by one of basis functions and integrating over a unit interval. Let us define integration
of some function f(l) over a unit interval as

∮

f(l) dl =

∫ l0+1

l0

f(l) dl (4.6)

=

∮

l0

f(l) dl

with l = l0 specifying where the integration begins. In principle, of course, this does not matter,
but for data containing errors, it turns out to make a difference. We will find this useful later on.
Let us define An and Bn as

An =

∮

I(l) cos(2πnl) dl (4.7)

and

Bn =

∮

I(l) sin(2πnl) dl. (4.8)

We take N to be large and use the following identities

lim
N→∞

1

N

∮

sin2 Nπl

sin2 πl
dl = 1,
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lim
N→∞

1

N

∮

sin2 Nπl

sin2 πl
cos(2πnl) dl = 1,

and

lim
N→∞

1

N

∮

sin2 Nπl

sin2 πl
sin(2πnl) dl = 0.

Carrying out the integrations in equations 4.7 and 4.8, we find

An =
3I0

2

[

2

3
− Qc(n) − Qr(n)

]

(4.9)

and

Bn =
3I0

2
√

3

[

Qc(n) − Qr(n)

]

. (4.10)

We can solve these for Qc(n) and Qr(n) to get,

Qc(n) =
1

3
− 1

3I0

[

An −
√

3Bn

]

(4.11)

and

Qr(n) =
1

3
− 1

3I0

[

An +
√

3Bn

]

. (4.12)

Finally, we need to find an expression for I0. We can do this by integrating over the diffraction
pattern. We find

I0 =

∮

I(l) dl. (4.13)

4.2 Figures of Merit

We can exploit the fact that, due to stacking constraints, Qc(1)+Qr(1) = 1. Adding equations 4.11
and 4.12 gives

A1 = −I0

2
. (4.14)

This is always true for error-free data, but we can use this as measure of how corrupted the data is
over a particular interval. So let us define

γ =

∮

I(l) cos(2πl) dl
∮

I(l) dl
. (4.15)
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Ideally, we should always have γ = − 1
2 .

We can also derive another constraint that must be obeyed by the correlation functions. It will be
demonstrated in a later section that Qc(1) = p(1), Qr(1) = p(0), Qc(2) = p(00), and Qr(2) = p(11),
where p(x) is the probability of seeing the string x. From elementary probability theory, it is easy
to show that

p(01) = p(10).

Using conservation of probability, we can write

p(00) + 2p(10) + p(11) = 1.

Now, from the relation p(10) = p(1) − p(11), we can say,

p(00) + 2p(1)− p(11) = 1.

Substituting in the correlation functions for the word probabilities, we have

2Qc(1) + Qc(2) − Qr(2) = 1.

We are therefore lead to define the quantity β as

β = 2Qc(1) + Qc(2) − Qr(2). (4.16)

We should have β = 1 for error free data.
So, γ and β are measures of the quality of the data over unit interval. It can be shown that

Qs(1) is not independent of these, nonetheless we shall call these three ‘figures of merit’ for an
interval. Of course, just because these quantities are near the theoretically expected value over
some interval does not necessarily guarantee that the interval is free from error, but we take it as
an indication. We know that intervals for which these figures deviate from the expected values are
somehow ‘corrupted.’ It therefore seems sensible to choose for analysis an interval where the figures
of merit most closely agree with the theoretical values.

4.3 Asymptotic Behavior of the Correlation Functions

Let us now consider the limit of large N . If we integrate I ′(l) over one unit interval, all of the terms
in the summation vanish, giving a result of N . Since we divide the intensity of the diffraction pattern
by N , the total integrated intensity for the diffraction pattern becomes independent of the number of
layers. We can further normalize the diffraction pattern such that the total integrated intensity over
a unit interval is one. This is useful, as we will be able to compare diffraction patterns for different
processes not only qualitatively, but quantitatively. We also see that the total integrated intensity
over a unit interval is independent of the Qs. In the large N limit we also see that the first term
in the N -layer diffraction pattern becomes sharply peaked at l = integer, with a height ∝ N 2. We
might then expect that every diffraction pattern has a strong reflection at l = integer. Examination
of the summation term, however, shows that it is possible to get contributions of order N 2 at integer
l from it also. Should these contributions cancel, then we could conceivably see no sharp peak at
integer l. In evaluating N -layer diffraction patterns, it is helpful to distinguish between terms that
grow quadratically, linearly, or are constant in N . Terms that grow quadratically in N contribute to
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what we will call Bragg peaks, while terms that grow linearly in N contribute to diffuse scattering.
We ignore terms that do not scale with N , as they do not contribute in the many layer limit. We note
that there must be some term which grows at least linearly in N , so that the integrated intensity
will likewise grow linearly with N . Additionally, no term grows faster than quadratically. It is then
helpful to understand under what conditions the summation gives rise to quadratic terms and under
what conditions the quadratic terms may cancel. It is likely that experiment will only see structure
proportional to the highest power of N . Let us then treat three cases, two of which are of empirical
relevance. The first is the case where the Qs decay to some asymptotic value, and the second is the
case where they approach some limit cycle of period Tq . As a final case, we mention those processes
in which the Qs neither approach an asymptotic limiting value or become cyclic.

4.3.1 Qs decay to an asymptotic value of 1

3

There seem to be many processes, mostly disordered ones, that can lead to Qs that decay to some
limiting value. We prove in the appendix that if the correlation functions assume a constant asymp-
totic value, that value must be 1

3 . So let us specialize to cases where the Qs reach an asymptotic
value of 1

3 at some n = nc. We will provide a more precise definition of nc in a later section. We
assume that nc � N . Typical values of nc are less than one-hundred.

Let us treat the special case of l = 0. The first term in equation 4.3 goes as N 2 and the sine
term in the summation vanishes. The argument of the cosine term vanishes, giving a value of one.
So we can write the N -layer diffraction intensity as

I ′(0) = N2 − 3

N
∑

n=1

(N − n)
[

Qc(n) + Qr(n)
]

. (4.17)

Since we are interested in how I ′(0) scales with N , it is permissible to replace the Qs by their
asymptotic values. Carrying out the summation and using the notation Qc and Qr for the asymptotic
value of Qc(n) and Qr(n) for n large, we get to order N 2

I ′(0) = N2
[

1 − 3

2
(Qc + Qr)

]

. (4.18)

So when the asymptotic values of Qc(n) and Qr(n) are 1
3 , there will be no Bragg peak at l = 0.

Therefore knowing then the asymptotic behavior of the Qs tells us the whether we see a Bragg peak
at integer l.

We can also make some statements about the possibility of Bragg peaks for non-integer l. These
peaks must come from the summation term in equation 4.3. Let us again restrict our attention
to the many layer limit and examine the case of l 6= integer. We can now approximately evaluate
equation 4.3. The first term is of order one, so we neglect it. The sine term in the summation again
cancels. We are then left with the cosine term. Setting Qc(n) and Qr(n) to their asymptotic values,
we get,

I ′(l 6= integer) ≈ −3

N
∑

n=1

(N − n)
[1

3
+

1

3

]

cos(2πnl)

≈ −3(
2

3
)(−N

2
) (4.19)

≈ N.

So, if the Qs approach an asymptotic value of 1
3 , we see that I ′(l) ∝ N for all l, showing that there

are no Bragg peaks in the spectrum at all. This then implies that it is necessary to have Qs that
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do not approach 1
3 to get Bragg peaks, or equivalently Bragg peaks imply long range correlations as

reflected in the Qs.
Our motivation then, is to define the diffraction pattern I ′(l) in such a way that we divide by the

total number of layers N , is so that the integrated intensity is always ∝ I0, regardless of the number
of layers. This, of course, is why we define I(l) as we do. We can always divide the diffraction
pattern by I0 so that we have normalized diffraction patterns. For all corrected diffraction patterns
in the rest of this thesis, we give such normalized diffraction patterns when we refer to or plot a unit
interval.

4.3.2 Periodic Oscillation in the Qs

Let us now address the case where the asymptotic behavior of the Qs is such that they do not decay
to a unique value, but rather approach some limiting cycle of period Tq. That is, we can write,

Qα(n + Tq) = Qα(n) ∀ n > ns, α ∈ {c, s, r}. (4.20)

where ns is the synchronization length. Such behavior is common in crystals. Yi and Canright [80]
considered this case and found that one does, in general, get Bragg peaks. It is interesting to note
that some disordered stacking sequences can also give rise to a limiting cycle in the Qs and thus
have Bragg peaks [80].

4.3.3 Aperiodic Oscillation in the Qs

We have little to say about this case in general. We mention that of all the processes we have
examined, only one seems to fall into this category, namely the Thue-Morse process. It seems unlikely
that any natural processes will exhibit this behavior. But clearly this deserves more attention.

4.4 Measures of Correlation and Diffraction

We now discuss some measures that relate to the two-layer correlation functions.

Asymptotic Behavior: As we have seen, it is helpful to distinguish between the different kinds of
behavior of the two-layer correlation functions in the asymptotic region. We divide the possible
cases into three categories: asymptotic decay, periodic oscillation, and aperiodic oscillation.

Correlation Length of the Qs: The correlation length is usually defined as the distance, or in our
case the n, at which a correlation function has decayed to 1/e of its maximum value. Since our
correlation functions, the Qs, are in general oscillatory, and we have three of them, we will use the
spirit of the definition but tailor it to our particular needs. Let us imagine first that the Qs decay
to an asymptotic value of 1/3. For those processes which do not, we will say that the correlation
length, λq , is infinite. For those that do, we assume that the decay is exponential, and we define a
quantity Ψq(n) as

Ψq(n) =
∑

α∈{c,s,r}

∣

∣

∣
Qα(n) − 1

3

∣

∣

∣
. (4.21)

Ψq(n) gives some measure of the deviation of the Qs from their asymptotic value. We then say that

Ψq(n) = B × 2−n/λq (4.22)
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where B is some constant. We then find λq from the slope of the line of log2 Ψq(n) vs. n. Due to
the finite size of our sample, we find that we should only use those log2 Ψq(n) ≥ −5.5. The statistics
are no longer very reliable for Ψq(n) smaller than this.

Period of Limit Cycle: Applicable only in the case of periodic oscillation, this quantity gives the
length in terms of n, that we must go for the Qs to complete an oscillation. We call this quantity
Tq.

Cutoff Length: While not really an intrinsic measure of the Qs, this quantity, which we give the
symbol nc, is the highest n for which we use the calculated values of the Qα(n) in finding the
diffraction pattern. We discuss and motivate a definition for this quantity in a later section.

Scattering Type: We classify diffraction patterns according to whether they exhibit Bragg, pure
continuous, or singular continuous scattering. In the event of mixed scattering, we can determine
the amount of energy diffracted into each type.
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Chapter 5

Examples of Processes, Correlation
Functions and their Diffraction
Patterns

In this chapter, we attempt to expound on and flesh out the relationships between processes which
generate binary sequences, the two-layer correlation functions they imply and the resulting diffraction
patterns. All of the systems we consider can represented as a language, or their probabilistic versions
as finite ε-machines, except the Thue-Morse process. We undertake this exercise to gain intuition
into the interplay of these three. Ultimately, our task is to begin with a diffraction pattern and infer
the underlying process. That is we want to go diffraction pattern ⇒ Qs ⇒ process (ε-machine).
This procedure, which we can think of as a ‘backwards procedure’, is composed of two parts. First
one finds the Qs from diffraction data and second one finds the ε-machine which can generate these
Qs. The first is easy, while the second is more difficult. In contrast, the ‘forward procedure’, process
⇒ Qs ⇒ diffraction pattern, is easy and well defined. It is this forward procedure we address in
this chapter. We then will consider about a dozen or so elementary processes and find the resulting
correlation functions and diffraction patterns. These sample processes are chosen to give a natural
cross-section of possible cases we might encounter in nature, as well as some more exotic cases of
theoretical interest. They are, the fair coin toss, the 3C, the 2H, the golden mean process, the 4H,
the 3C/2H/4H process, the 6H, the 3C/2H/6H process, a period 14 D-pair, the noisy period two,
the even system, the sum zero process, and the Thue-Morse sequence. Many have the convenient
property of only requiring at most two recurrent causal states. Except for the last four, all are
expressible as SFT. The Thue-Morse sequence can not be written as a finite state machine, but it
does give us a chance to examine a pattern that implies an infinite correlation between symbols and
has a zero entropy density, while being aperiodic. We will calculate a number of properties for these
systems, so that we may compare them.

For all of the following examples, unless stated otherwise, we take a sample of the process 10,000
characters in length to find the diffraction pattern using equation 4.3. All diffraction patterns are
normalized to one over a unit interval. To find the correlation functions, we calculate them directly
from a sample of the process 400,000 characters long. We take such a large sample to minimize
the statistical fluctuations inherent in using a pseudo-random number generator. For completely
predictable processes, where we can find the correlation functions analytically, we do so.

It is also perhaps worthwhile to make a comment on terminology. We have repeatedly used
the term ‘process’ when referring to a spacial pattern or arrangement of 0s and 1s. This may
indicate that there are some dynamics going on. Computational mechanics has roots in dynamical
systems theory, where indeed this is a reasonable implication. For our work, we have used this term
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p(1) = 1/2 p(0) = 1/2

Figure 5.1: The ε-machine for an unbiased RNG or a fair coin toss. This is the most random process we
can imagine. Every word is allowed, and each word of a given length appears with equal frequency. We see
a single, unmarked causal state. We will adopt the convention of labeling states with either their ‘memory’
in the case of finite memory processes, or capital letters for those with an infinite memory. Since the fair
coin toss is a memoryless process, we do not label the single state with a symbol.

for historical reasons, but we do not mean to imply that any dynamics is happening. All of the
diffraction pattern we consider are of course static crystal structures. We may just as well substitute
the term ‘spacial pattern’ for ‘process’ in most cases.

5.1 The Fair Coin Toss

The fair coin toss is a process that generates a completely disordered stacking sequence. We take
this process as one in which a 0 or 1 can appear with equal probability, regardless of the the
previous symbols. This system thus possesses no memory, and any ‘order’ or regularity we see in
the correlation functions is solely an artifact arising from the stacking constraints. The regular
expression for the corresponding language is R = (0 + 1)∗. The ε-machine for the fair coin toss is
shown in Figure 5.1.

The fair coin toss is so simple that it is possible to derive recursion relations for the two-layer
correlation functions. It is easy to show that

Qc(n + 1) =
1

2
Qr(n) +

1

2
Qs(n)

Qr(n + 1) =
1

2
Qs(n) +

1

2
Qc(n) (5.1)

Qs(n + 1) =
1

2
Qc(n) +

1

2
Qr(n).

We note that Qc(n) = Qr(n). We can find all the Qs from the initial conditions Qc(1) = Qr(1) =
1
2 , Qs(1) = 0. It is possible to solve for the Qs in closed form. It can be shown that

Qc(n) = Qr(n) = Qs(n + 1) =
1

3
+

(−1)n+1

3 × 2n
. (5.2)

Equation 5.2 shows that the correlation functions decay smoothly and exponentially to the value
1
3 . We can see that this decay is oscillatory, with a period of two in n. Had we biased the fair coin
toss by making one of the symbols more likely than the other, the correlation functions would still
have decayed to 1

3 , provided each symbol had some non-vanishing probability of appearing. These
Equations 5.2 also show that even the Qs corresponding to the fair coin toss have some structure.
We suspect that this structure is related to the stacking constraints, and hence is not ‘interesting’
in the sense of characterizing the order or lack thereof. We show the first few Qs for the fair coin
toss in Table 5.1. A graph of Qs(n) for the fair coin toss is shown in Figure 5.2. A plot of log2 Ψq(n)
versus n is shown in Figure 5.3. The behavior of the Qc(n) and Qr(n) is similar to that of Qs(n).

The diffraction pattern generated by this set of Qs is shown in Figure 5.4. We can see that even for
a completely disordered stacking, the diffraction pattern is not completely featureless. While there
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Table 5.1: The first few values of the correlation functions for the fair coin toss. We see that even though
this is a random process, the correlation functions do not assume their asymptotic value immediately. This
is due to the stacking constraints for close-packed layers. We can see that they approach an asymptotic
value of 1

3
.

n Qc(n) Qr(n) Qs(n)
1 1/2 1/2 0
2 1/4 1/4 1/2
3 3/8 3/8 1/4
4 5/16 5/16 3/8
5 11/32 11/32 5/16
6 21/64 21/64 11/32

are no Bragg peaks in the spectrum, there is a broad diffuse concentration of scattered intensity
centered at l = 0.5. The intensity at l = 0.5 is nine times that at l = 0. We also note that the
diffraction pattern is symmetric about l = 0.5, as we expect from the equality Qc(n) = Qr(n).

We can also consider the artificial case of a completely disordered sequence that is not required to
obey any stacking constraints. This is, we allow ..AA.., etc. When we do so, we find that Qα(n) = 1

3
for all n and α, where α ∈ {c, r, s}. The diffraction pattern is just a flat line, that is I(l) = 1. So it
is the stacking constraints that impose what feature we see in Figure 5.4.

We now make some computational remarks. It is found that the Qs do not settle down to their
asymptotic value for large n. They seem to oscillate, and ‘fidget’ about. We might expect some
noise superimposed on the asymptotic values of the Qs due to the finite size of the sample used to
determine them. These fluctuations should be on the order of 1/

√
Ns where Ns is the length of

the symbol sequence used. For our case, Ns = 400, 000, giving fluctuations of about 0.002 in the
correlation functions. These fluctuations can inflict havoc in the calculated diffraction pattern. It
is not hard to see why. Failure of the correlation functions to reach their asymptotic values exactly
will cause the summation term in equation 4.3 to become ‘unbalanced’. The sum has the potential
to be proportional to N2, if a particular value of l favors Qs slightly higher/lower than 1

3 . Even
a small bias in the sum can create terms that alter the ‘correct’ intensity noticeably. We show a
diffraction pattern for the fair coin toss where the Qs have not been forced to their asymptotic
value in Figure 5.5. In all subsequent diffraction patterns, where it is clear that the Qs tend to an
asymptotic value, we impose that asymptotic value of 1

3 on all Qα(n) such that n ≥ nc. We define
nc as the smallest n for which |Qα(n) − 1

3 | ≤ δ. We take δ to be approximately 0.002. The exact
value may change slightly with each diffraction pattern, and is somewhat subjective. We also note
that not only do our Qs show some noise, but they also seem to have a low frequency oscillation
imposed on them. We believe that this is unphysical and somehow a by-product in our random
number generator.

Previous researchers have studied the diffraction pattern for randomly stacked close-packed struc-
tures. An expression for I(l) in closed form is given by Guinier [34] and agrees with our Figure 5.4.

We make a few remarks concerning some properties of the fair coin toss. It is known to have
a statistical complexity and an excess entropy of Cµ = E = 0 bits and an entropy rate of hµ = 1
bits/symbol. The total predictability is G = 0 bits/symbol. The transient information is T = 0
bit symbols, implying the an observer need extract no information to synchronize with the source.
The Qs display asymptotic decay and have a cutoff length of approximately nc = 10. We can
calculate the correlation length exactly from equations 5.2, and obtain a value of 1. We can also
determine λq from our computed Qs. Using the first six values of Ψq(n), we find a correlation length
of λq = 0.994± 0.004. We see that our measure for the correlation length for the Qs is not zero, as
one might expect for a random process. Indeed, the graph 5.4 implies a memoryless process. It does
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Qs(n) vs n for a Fair Coin Toss
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Figure 5.2: Qs(n) for the fair coin toss as a function of n. We see that even though the process is
completely random, the correlation functions have some structure. This structure quickly dies out, though,
as the correlation functions decay to their asymptotic value of 1

3
.

The Logarithm2 of Ψq(n) vs. n for the Fair Coin Toss
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Figure 5.3: The logarithm of Ψq(n) vs. n for the fair coin toss. Notice how the values of log2 Ψq(n) become
irregular for n ≥ 8. Considering the first six n, we find a value for λq = 0.994 ± 0.004.
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Diffraction Pattern for a Random Number Generator
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Figure 5.4: The diffraction pattern for a randomly stacked two dimensional hexagonal lattice using asymp-
totic values for the Qs. We force the correlation functions to their asymptotic value for n ≥ nc. Doing so,
we get a smooth diffraction pattern.

Diffraction Pattern for a Random Number Generator
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Figure 5.5: The diffraction pattern for a randomly stacked two dimensional hexagonal lattice using sequence
calculated values for the Qs. The diffraction pattern is not smooth, and exhibits what appear to be random
fluctuations. These fluctuations depend on the length of the sequence used to find the Qs. The longer the
sequence, the smaller the fluctuations.
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p(1) = 1

Figure 5.6: The ε-machine for the period one process. In contrast to the fair coin toss, this process is
completely predictable. It produces the fcc lattice, also called the 3C structure. Like the fair coin toss, this
process implies no memory, hence the single causal state is unlabeled.

show the structure imposed on correlation functions by the stacking constraints. The diffraction
pattern is entirely diffuse.

5.2 The Period One or 3C Process

We next investigate a language at the other end of the order/disorder spectrum. Like the fair coin
toss, the period one process has just one causal state, as shown in Figure 5.6. But this time the
machine has no choice but to emit a 1 as each new symbol. In terms of the absolute position of each
layer, this automaton generates the ...ABCABC... stacking sequence, which we recognize as the fcc
crystal. The regular expression for this language is R = (1)∗.

Finding the two-layer correlation functions for a crystal is usually easy. One immediately sees
that

Qc(n) = 1 for n = 1, 4, 7, ... and 0 otherwise,

Qr(n) = 1 for n = 2, 5, 8, ... and 0 otherwise, (5.3)

Qs(n) = 1 for n = 3, 6, 9, ... and 0 otherwise.

For a crystal, the correlation functions do not decay asymptotically, but are instead periodic.
For an 3C process, this period is three. The first few Qs are tabulated in table 5.2. The diffraction
pattern for the 3C process is shown in Figure 5.7. We see that there is a single Bragg peak at l = 1

3 ,
otherwise the spectrum is empty. It can be shown that the Bragg peak at l = 0 vanishes. In fact,
any process which results in an average value for Qs(n) of one-third can be shown to have no Bragg
peaks at integer l. One can easily see that this is the case for the period one process. We can see
then that the Bragg peaks really are quite bright. The diffraction pattern shown in Figure 5.7 has
a maximum value of Imax = 10, 000.

We mention in passing that had we chosen our language to be R = (0)∗, the stacking would have
had the opposite chirality, and this would resulted in the diffraction pattern having a single Bragg
peak at l = 2

3 instead of at l = 1
3 .

We finally remark on measures of computation, correlation and diffraction. The entropy rate is
hµ = 0 bits/symbol giving a predictability G = 1 bits/symbol. The statistical complexity and the
excess entropy are both Cµ = E = 0 bits. The transient information is T = 0 bit symbols. The
Qs have a periodic oscillation with period Tq = 3. The correlation length is clearly infinite. The
diffraction pattern shows only Bragg scattering with a single diffraction line.

5.3 The Period Two or 2H Process

We now turn our attention to another crystal, the period two process. This crystal corresponds to
the the stacking sequence ...101010... which is represented by the regular language R = (01)∗. The
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Table 5.2: The first few values of the correlation functions for the period one process. We see that correlation
functions are periodic in n with a period of three.

n Qc(n) Qr(n) Qs(n)
1 1 0 0
2 0 1 0
3 0 0 1
4 1 0 0
5 0 1 0
6 0 0 1

Diffraction Pattern for a FCC Lattice
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Figure 5.7: The diffraction pattern for the period one or 3C process. We observe a single Bragg peak at
l = 1

3
. Everywhere else, including integer l the diffracted intensity is zero.



38 The Period Two or 2H Process

1 0p(0) = 1

p(1) = 1

Figure 5.8: The recurrent portion of ε-machine for the period two process. We see that the machine just
oscillates between the two causal states, alternately emitting a 1 followed by a 0. This process can be written
as part of a de Bruijn graph with r = 1, so we label the causal states by the last symbol seen.

Table 5.3: The first values of the correlation functions for the period two process. We see that they are
periodic in n with period two. Clearly the correlation length for this process is infinite.

n Qc(n) Qr(n) Qs(n)
1 1/2 1/2 0
2 0 0 1
3 1/2 1/2 0
4 0 0 1
5 1/2 1/2 0
6 0 0 1

ε-machine for this process is shown in Figure 5.8. Only the recurrent portion of the ε-machine is
displayed, as the transient state is not physically relevant. In terms of absolute layer positions, the
period two lattice is specified by ...ABABAB..., or equivalently, ...BCBCBC.., as the naming of
the layers is arbitrary. We recognize this as the hcp lattice.

The two-layer correlation functions are easily found to be given by:

Qc(n) = Qr(n) = 1
2

Qs(n) = 0

}

for n odd,

Qc(n) = Qr(n) = 0
Qs(n) = 1

}

for n even. (5.4)

The first few of these are tabulated in Table 5.3. The diffraction pattern is shown in Figure 5.9.
We observe two Bragg peaks in this spectrum, one at l = 0 and one at l = 1

2 . The ratio of their
intensities is I( 1

2 )/I(0) = 3.00. Again the symmetry of the cyclic and reverse Qs implies reflection
symmetry in the diffraction pattern about l = 1

2 .

We find that entropy rate is hµ = 0 bits/symbol and the total predictability is G = 1 bits/symbol.
The period two has a statistical complexity and excess entropy of Cµ = E = 1 bit. The transient
information is T = 1 bit symbol. The Qs display periodic oscillation with period Tq = 2 and clearly
have an infinite correlation length λq . The graph implies a minimum range of interaction of r = 1.
The scattering is completely of the Bragg kind.
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Diffraction Pattern for a HCP Lattice
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Figure 5.9: The diffraction pattern for a lattice stacked according to the period two rule. We see two Bragg
peaks, one at l = 1

2
and one at l = 1.

5.4 The Golden Mean Process

We next consider the diffraction pattern generated by a lattice stacked according to the the golden
mean process. Stated simply, the golden mean system allows all sequences that do not contain two
consecutive zeros, ie, ‘00’ is an irreducible forbidden word (IFW). We call this the golden mean
system because the logarithm of the total number of allowed sequences grows with the word length
L at a rate given by the logarithm of the golden mean, φ = 1

2 (1 +
√

5). See Crutchfield and
Feldman [17]. We treat the probabilistic version of the the system here. We allow 0s and 1s with
equal probability, except when the previous symbol is a 0. We insist that 0 always be followed by a
1. The recurrent portion of the ε-machine for the golden mean process is given in Figure 5.10. The
regular expression for the corresponding language is R = (1 + 01)∗. The first few Qs generated by
this process are shown in Table 5.4. We note immediately that the Qc(n) 6= Qr(n), suggesting that
the diffraction pattern will not have reflection symmetry about l = 1

2 . We also see that Qc(2) = 0. It
can be demonstrated that this is a consequence of ‘00’ being a forbidden word. An illustration of the
log2 Ψq(n) versus n is shown in Figure 5.12. One is tempted to think of the golden mean language
as some sort of mixture between the period one and the period two languages. Somehow they are
competing. We might expect then that the Qs are a compromise of the two. This interpretation
seems validated when we examine the first few Qs. For n = 1, 2, indeed the Qs for the golden mean
lie between those of the period one and period two. At n = 3, we see the first departure from this
trend. For the golden mean, Qc(3) is greater than that of either of the other two. The Qr(4) for
both the period one and the period two are zero, while the golden mean gives it a value of 0.500.
So we conclude that the golden mean is not some sort of compromise between the two, at least not
in such a simple-minded way.

When we examine the Qs(n) for the golden mean process as shown in Figure 5.11, we see another
interesting feature. There appear to be two frequencies superimposed on each other. Let us define
the frequency in a natural way as the number of oscillations in Qs(n) per n. We might expect then
that there is a competition amongst frequencies, as the period one process has a natural frequency
of one-third, while the period two has a natural frequency of one-half. We recall that the stacking



40 The 3C/2H Process

1

       p(1) = 1/2

0p(0) = 1/2

p(1) = 1

Figure 5.10: The recurrent portion of the ε-machine that generates the golden mean process. This is
memory one process (r = 1), so we label the causal states by the last symbol seen. Notice that when the
system is in state ‘0’, the last symbol seen was a 0 and the next symbol must be a 1. In this way, the
machine forbids the generation two consecutive zeros; i.e., ‘00’ is a forbidden word.

Table 5.4: The first few Qs generated by the golden mean process. We notice that Qc(2) = 0. It can be
demonstrated that this results from ‘00’ being a forbidden word.

n Qc(n) Qr(n) Qs(n)
1 0.667 0.333 0
2 0 0.334 0.665
3 0.666 0.166 0.167
4 0.084 0.500 0.415
5 0.539 0.126 0.335
6 0.210 0.519 0.271

constraints also impose a frequency of one-half on the Qs(n).
Looking at the diffraction pattern in Figure 5.13, we can observe that it rather resembles more

the period two than the period one diffraction pattern. As suggested by careful comparison of
the correlation functions, it certainly does not seem to be some sort of average of the two. We can
understand this as follows. If we wish to see a stacking sequence that has properties of each somehow
averaged, then we need to see sequences which are largely period one and sequences that are largely
period two. To do this, we need a barrier between the simple cycles which represent each process.
The two state graph is insufficient to allow this. We will consider a graph in a later section which
will be able to accommodate both of these processes.

We note that the golden mean process generates entropy at a rate of hµ = 2
3 bits/symbol. The

statistical complexity is Cµ = 0.92 bits and the excess entropy is E = 0.25 bits. The transient
information is T = 0.25 bit symbols. Since the golden mean process can be represented by a de
Bruijn graph of memory r = 1, we see that the minimum range of interaction is just 1. Nonetheless,
we find a rather long correlation length of 4.48± 0.06. The diffraction pattern is completely diffuse
and the Qs decay to an asymptotic value of 1

3 .

5.5 The 3C/2H Process

We now consider a process that will represent a genuine cross between the 3C and the 2H process.
As we have seen with the golden mean process, in order to realize this, it is necessary to have long
stretches of 3C and long stretches of 2H. To achieve this, there needs to be a barrier between the
two cycles that limits capricious alteration between them. The graph shown in Figure 5.14 does just
this. We note that since this process can be represented as part of de Bruijn graph of range r = 2,
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Qs(n) vs. n for the Golden Mean Language
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Figure 5.11: Qs(n) for the golden mean process a function of n. The correlation functions for the golden
mean process decay to 1

3
with a correlation length of λq = 4.48 ± 0.06.

The Logarithm2 of Ψq(n) vs. n for the Golden Mean Process
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Figure 5.12: The logarithm of Ψq(n) for the golden mean process as a function of n. Using the first
twenty-five values of Ψq(n), we get λq = 4.48 ± 0.06.
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Diffraction Pattern for Golden Mean Language
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Figure 5.13: The diffraction pattern for a lattice stacked according to the golden mean process. We see
that the scattering is entirely diffuse.

we can label the causal states by the last two symbols seen.
Let us examine the behavior of the process as the parameter q is changed from 0.01 to 0.40. The

first few correlation function for the 3C/2H process with q = 0.01 are shown in Table 5.5. A plot of
Qs(n) versus n for the first fifty n is given in Figure 5.15. We are tempted to make the following
analysis of the graph. It can be shown that, regardless of the value of q, p(11) = p(10) = p(01) = 1

3 .
For the particular value of q = 0.01, we have p(111) = 0.330, p(101) = 0.333, and p(010) = 0.330.
Identifying p(111) = 0.330 as the 3C cycle and p(101)+p(010) = 0.663 as the 2H part, it is possible to
associate one-third of the graph as 3C and the other approximately two-thirds as 2H. The remaining
two arcs consume less than one percent of the probability weight. So we might expect that the
resulting correlation functions and diffraction pattern will be a weighted average of the two. Indeed,
we find that

Q3C/2H
α (n) =

1

3
Q3C

α (n) +
2

3
Q2H

α (n) (5.5)

to a good approximation, where Q
3C/2H
α (n) are the correlation functions for the 3C/2H process with

q = 0.01, Q3C
α (n) are the correlation functions for the 3C process, and Q2H

α (n) are the correlation
functions for the 2H process, with α ∈ {c, r, s}. Equation 5.5 is only valid for small n, where the
correlation functions have not begun decaying to their asymptotic values. The diffraction pattern
for the 3C/2H process with q = 0.01 is shown in Figure 5.17. We see that there are strong reflections
at l = 1

2 , 1 which we associate with the 2H structure and a single reflection at l = 1
3 , which we can

associate with the 3C structure. The picture, then, of two stacking sequences, each having long
sections of their period structure interrupted by the other seems justified.

We can now ask what happens as q is increased. Figure 5.18 shows the diffraction pattern for the
3C/2H process with q = 0.05. We see an overall weakening of the peaks, but they remain separated
and could reasonably be interpreted as a 3C crystal interspersed with a 2H crystal. At q = 0.10,
the picture begins to break down. In Figure 5.19 we that the reflection at l = 1

2 is slightly shifted
to the left, and the there is noticeable diffuse scattering between the peaks at l = 1

3 and l = 1
2 . At

q = 0.20, the picture of two interspersed crystals seems to have broken down. Figure 5.20 shows the
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p(1|11) = 1 - q

p(1|01) = q p(0|11) = q

p(0|01) = 1 - q

p(1|10) = 1

Figure 5.14: The recurrent portion of the ε-machine that generates the 3C/2H process. This process has
memory of two, so we can represent it with a portion of an r = 2 de Bruijn graph. The causal states are
labeled by the last two symbols seen.

Table 5.5: The first few Qs generated by the 3C/2H process, with q = 0.01. As for the golden mean process,
a vanishing value of Qc(2) implies that ‘00’ is a forbidden word, as can be seen from the ε-machine.

n Qc(n) Qr(n) Qs(n)
1 0.668 0.332 0
2 0 0.336 0.664
3 0.339 0.329 0.332
4 0.329 0.013 0.658
5 0.336 0.651 0.013
6 0.013 0.013 0.973
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Qs(n) vs. n for the FCC/HCP Process
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Figure 5.15: Qs(n) vs. n for 3C/2H process with q = 0.01. We see a slow decay in the correlation functions
and find a correlation length of λq = 123± 2. There seems to be a period six in correlation functions, which
is not so unsuspected since this process has strong components from a period two and a period three process.

diffraction pattern for q = 0.20, and while we still see two peaks near the l = 1
3 and l = 1

2 , there is
no clear separation between them. The last two figures in this series, Figure 5.21 and Figure 5.22
show no recognizable 3C or 2H structure. This, is of course, not surprising, as there remains little
barrier between the two simple cycles representing these two crystals. It seems dubious to try to
interpret them as 3C or 2H structures any longer. The lesson we see from this series is that in
order to preserve the picture of two interspersed crystal structures, we must have a barrier, or arcs
with small probability, to separate the two structures. In this event, it is meaningful to think about
interspersed crystal structure. But, as this barrier deteriorates, the picture breaks down. Also,
simple examination of the diffraction pattern seemingly says little about how the sequence flips
between the two crystal structures. There are any number of possible intermediate states between
the two crystals. Sebastian and Krishna [61] claim that by studying the profile of the peaks, one
can gain information about this. But, their analysis relies on the assumption of some sort of parent
crystal, which, as we see in the event of even moderate disorder, may not be tenable.

A plot of the logarithm of Ψq(n) versus n for the 3C/2H process with q = 0.01 is shown in
Figure 5.16. We find a correlation length of λq = 123 ± 2. Other computational and correlative
measures are given in Table 5.15 and Table 5.16.

5.6 The 4H Process

We now treat a simple periodic system that occurs in mineral ZnS. This crystal is known as 4H
in crystallography, and since there is no name for it in computational mechanics, we will call the
process the 4H process. The regular expression for the corresponding language is R = (0011)∗. It
can be represented by part of an r = 2 de Bruijn graph as shown in Figure 5.23. In terms of a
sequence of absolute layer positions, we would see a crystal described by ...ABCBABCBABCB....

The first few values of the correlation functions are given in Table 5.6. The correlation functions
are periodic in n, with a period of Tq = 4. The diffraction pattern for this process is shown in
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The Logarithm2 of Ψq(n) vs. n for the FCC/HCP Process
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Figure 5.16: The logarithm of Ψq(n) for the 3C/2H process as a function of n, with q = 0.01. We find a
correlation length of 123 ± 2.

Diffraction Pattern for FCC/HCP Process
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Figure 5.17: The diffraction pattern for a lattice stacked according to the 3C/2H process with q = 0.01.
We see three sharp peaks in the spectrum, one at l = 1

3
corresponding to the 3C structure and the other

two at l = 1
2

and 1 corresponding to the 2H structure.
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Diffraction Pattern for FCC/HCP Process
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Figure 5.18: The diffraction pattern for a lattice stacked according to the 3C/2H process with q = 0.05.
As we increase q, the disorder in the system increases causing shorter sequences of pure 3C and 2H. This
results in a broadening of the peaks as well as well as diminishes their maximum intensity. They are still
reasonably well separated though.
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Figure 5.19: The diffraction pattern for a lattice stacked according to the 3C/2H process with q = 0.10.
We see continued broadening as the q increases, and the picture of two interspersed crystal structures is
breaking down.
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Diffraction Pattern for FCC/HCP Process
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Figure 5.20: The diffraction pattern for a lattice stacked according to the 3C/2H process with q = 0.20.
There is no longer clear separation between the two peaks at l = 1

3
and 1

2
. We also see the peaks beginning

to shift.
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Figure 5.21: The diffraction pattern for a lattice stacked according to the 3C/2H process with q = 0.30.
The peak corresponding to the 3C has almost completely disappeared, being absorbed into the peak at
l ≈ 1

2
, which has shifted noticeably to the left.
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Diffraction Pattern for FCC/HCP Process
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Figure 5.22: The diffraction pattern for the 3C/2H process with q = 0.40. Notice the resemblance of the
spectrum to the golden mean spectrum. In chapter 6 we will explain why this is so.
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= 1 = 1

= 1 = 1

Figure 5.23: The recurrent portion of the ε-machine that generates the 4H process. We see four causal
states labeled by a history of two. This graph is part of an r = 2 de Bruijn graph.
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Table 5.6: The first few Qs generated by the 4H process. The correlation functions are periodic in n with
period two. The correlation length is infinite.

n Qc(n) Qr(n) Qs(n)
1 0.500 0.500 0
2 0.250 0.250 0.500
3 0.500 0.500 0
4 0 0 1.000
5 0.500 0.500 0
6 0.250 0.250 0.500

Diffraction Pattern for the 4H Process
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Figure 5.24: The diffraction pattern for a lattice stacked according to the 4H process. We see a completely
point spectrum with four equally spaced Bragg peaks at l = m

4
with m = 1, 2, 3, 4.

Figure 5.24. We see four Bragg peaks, at l = 1
4 , 1

2 , 3
4 , and 1. Since this a crystal, we have hµ = 0 and

the predictability G = 1 bits/symbol. We find that the excess entropy and the statistical complexity
are E = Cµ = 2 bits. The transient information is T = 3 bit symbols. The correlation length is
infinite.

5.7 The 3C/2H/4H Process

We now consider a process that represents, at least roughly, three crystal structures interspersed.
We treat this case to find out what the diffraction pattern for say, a crystal in the midst of a
transformation from 2H to 3C via an intermediary 4H structure might look like. There is some
experimental evidence that this might be important in the transition between 3C and 2H structures
on annealing at sufficiently high temperatures [28]. The conditional probabilities attached to the
states are not necessarily intended to be realistic, but we hope that they are not so different from
what one might expect in Nature.
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Figure 5.25: The recurrent portion of the ε-machine that generates the 3C/2H/4H process. This process
is expressed as a portion of an r = 3 de Bruijn graph so that no two of the simple cycles corresponding to
crystal structure share a causal state. The dashed lines indicate relatively weak transitions between crystal
structures and the solid lines are transitions within a crystal structure.

The recurrent portion of the ε-machine for the 3C/2H/4H process is shown in Figure 5.25. The
dashed arcs are meant to indicate weak transitions between the nodes they connect. We see clearly
that there are three simple cycles denoted by nodes connected with solid lines. Even though the each
of these simple cycles can be represented on a graph of r = 2 or less, to have barriers between cycles
we need a graph of r = 3. The first few correlation functions for this process are shown in Table 5.7.
A graph of Qs(n) versus n for the first fifty n is shown in Figure 5.26. We see that the correlation
functions decay to an asymptotic value of 1

3 and we find a correlation length of λq = 19± 1.

The diffraction pattern for this process is shown in Figure 5.27. We see a strong reflection at
l ≈ 1

2 and several smaller reflections at l ≈ 1
4 , 1

3 , 3
4 , and 1. This is, of course, not surprising, since

these are just the l values at which at least one of the parent structures has a Bragg peak. While this
is only one example, the fact that there is a loose correspondence between some kind of underlying
collection of crystal structures and the placement of small “bumps” in the spectrum is comforting.
Simple examination of the diffraction pattern may provide some insight into possible candidates for
parent crystals, but again, examination is not quantitative. Although one could integrate under
the peaks associated with each crystal structure in an attempt to find the fraction of each parent
crystal present, this only seems feasible in the limit of small disorder such that the peaks are well
separated [27]. Also, in the absence of some kind of analysis, the mechanism of switching between
crystal structures is not obvious.

We note measures of correlation and computation now. We find that the entropy density is
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Table 5.7: The first few Qs generated by the 3C/2H/4H process. These correlation functions decay asymp-
totically to 1

3
and have a correlation length λq = 19 ± 1.

n Qc(n) Qr(n) Qs(n)
1 0.556 0.444 0
2 0.148 0.259 0.593
3 0.370 0.481 0.149
4 0.200 0.044 0.755
5 0.389 0.566 0.045
6 0.203 0.168 0.629

Qs(n) vs. n for 3C/2H/4H Process
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Figure 5.26: Qs(n) vs. n for 3C/2H/4H process.
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Diffraction Pattern for 3C/2H/4H Process
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Figure 5.27: The diffraction pattern for a lattice stacked according to the 3C/2H/4H process. We see a
strong, slightly shifted peak at l ≈ 1

2
and several smaller ‘bumps’ at l ≈ 1

4
, 1

3
, 3

4
and 1. We interpret the

structure at l = 1
4

and 3
4

as due primarily to the 4H stacking present.

hµ = 0.424 bits/symbol, and the statistical complexity Cµ = 2.79 bits. The excess entropy is
E = 1.51 bits and the transient information is T = 2.87 bit symbols.

5.8 The 6H Process

We now treat a crystal structure that is expected to be important in ZnS. Researchers have reported
that the transition from 2H to 3C upon annealing ZnS crystals proceeds via an intermediate 6H
structure. It is therefore useful to have some experience with this crystal. The regular language
for this process is R = (111000)∗. In terms of the absolute layer positions, it can be written as
...ABCACB.... The ε-machine for the 6H process is given in Figure 5.28. We immediately notice
that the smallest de Bruijn graph that can accommodate this structure is r = 3. The first few values
of the correlation functions for this process are shown in Table 5.8.

The diffraction pattern for the 6H process is shown in Figure 5.29. We notice the scattering is
entirely of the Bragg kind, and there are five Bragg peaks, at l = m

6 , where m = 1, 2, 3, 4, 5. There
are no Bragg peaks at integer l, because the average value of Qs(n) is 1

3 . We also see that the
spectrum is symmetric about l = 1

2 . We find that the entropy density is hµ = 0 and the statistical
complexity and excess entropy are given by Cµ = E = 2.59 bits. The transient information is
T = 4.84 bit symbols.

5.9 The 3C/2H/6H Process

There is experimental evidence to suggest that solid state transformations between the 2H structure
and the 3C structure in ZnS occur via an intermediary 6H phase [61]. We therefore examine a
stacking sequence that, while having some significant disorder, has sections that be thought of as
containing some of the 2H, 6H, and 3C character. The ε-machine for the 3C/2H/6H process is
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Figure 5.28: The recurrent portion of the ε-machine for the 6H process. This is a portion of an r = 3 de
Bruijn graph, hence we label the causal states by the last three symbols seen.

Table 5.8: The first few Qs generated by the 6H process. The correlation functions are periodic in n with
period six and have an infinite correlation length.

n Qc(n) Qr(n) Qs(n)
1 0.500 0.500 0
2 0.333 0.333 0.333
3 0.333 0.333 0.333
4 0.333 0.333 0.333
5 0.500 0.500 0.000
6 0.000 0.000 1.000
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Diffraction Pattern for the 6H Process
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Figure 5.29: The diffraction pattern for a lattice stacked according to the 6H process. We see five Bragg
peaks in the spectrum, at values of l = m

6
with m = 1, 2, 3, 4, 5. There is no Bragg peak at integer l.

shown in Figure 5.30. This machine is part of an r = 4 de Bruijn graph, the smallest graph that
can accommodate both the 6H and the 3C cycles without having them sharing a causal state. The
dashed lines connecting nodes indicate relatively infrequent transitions between cycles, while the
solid lines indicate transitions between states within one of the three cycles. This graph has the
minimal structure (fewest nodes and arcs) that can represent this architecture. The first few values
of the correlation functions are tabulated in Table 5.9. A graph of the first few Qs generated by the
3C/2H/6H process is shown in Figure 5.9.

The diffraction pattern for the 3C/2H/6H process is displayed in Figure 5.32. We see a strong,
sharp reflection at l = 1

3 which we associate with the 3C structure. There are also several other
broader, reflections of weaker intensity at l = 1

6 , 1
2 , 2

3 and 5
6 . There seems to be a very slight increase

in intensity at l = 1. Of most interest to us are the weak reflections at l = 1
6 and 5

6 . These could
only come from the 6H structure, and we see that the presence of both disorder and other stacking
sequences does not seem to extinguish them. Again, it is difficult to draw general conclusions from

Table 5.9: The first few correlation functions generated by the 3C/2H/6H process. They decay asymptoti-
cally to 1

3
and have a correlation length of λq = 49± 1 calculated from the first one-hundred and fifty values

of the correlation functions.

n Qc(n) Qr(n) Qs(n)
1 0.604 0.396 0
2 0.224 0.433 0.344
3 0.308 0.271 0.420
4 0.408 0.273 0.319
5 0.383 0.519 0.099
6 0.066 0.140 0.793
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Figure 5.30: The recurrent portion of the ε-machine for the 3C/2H/6H process. In order to have a barrier
between each simple cycle corresponding to some of the crystal structure present, we require that no two
such simple cycles share a state. We need an r = 4 de Bruijn graph to accomplish this. The solid lines
represent transitions between states associated with the simple cycles giving rise to some crystalline order,
and the dotted lines indicate the relatively weak transitions between simple cycles.
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Qs(n) vs. n for 3C/2H/6H Process
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Figure 5.31: Qs(n) vs. n for 3C/2H/6H process. While they do decay asymptotically to 1
3
, they seem to

have a quasiperiodic character of period six.

Diffraction Pattern for 3C/2H/6H Process
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Figure 5.32: The diffraction pattern for a lattice stacked according to the 3C/2H/6H process. We see a
strong reflection at l = 1

3
which we associate primarily with the 3C structure, although the 6H undoubtedly

contributes also. The small bumps in the spectrum at l = 1
6

and 5
6

are from the 6H structure present.
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N . . .. . .

Figure 5.33: A pictorial representation of D-pair. Each cycle shares the node N , which since this is a
finite memory process with r = 8, can be labeled by the last eight symbols seen. So we label the node
N = 11010100. The two simple cycles which share the node N have their nodes represented by the smaller
circles. Since each cycle is period fourteen, there should be thirteen smaller nodes in each cycle; but this is
onerous to draw, so we have only explicitly shown four nodes in each cycle, with the other nine represented
by the ··· .

just one sample, but it is suggestive that enhanced intensity at these l might indicate some 6H
structure present.

For this process, we find a correlation length of λq = 49 ± 1. The entropy density is hµ = 0.332
bits/symbol and the statistical complexity is Cµ = 3.17 bits. We find the excess entropy to be
E = 1.84 bits and the transient information to be T = 3.71 bit symbols. This process implies a
memory of range four layers.

5.10 A Period 14 D-pair

Canright and Watson [12], on the basis of elementary physical symmetries, proposed that certain
simple cycles of a de Bruijn graph could be degenerate in energy and have a zero energy domain
wall between them. They assumed a finite interaction between spins on a one-dimensional chain,
and considered the case where each spin could assume only discrete values. They found it possible
to find such pairs of symmetry related simple cycles that shared a node on a de Bruijn graph. The
symmetry of the cycles insured that they had the same energy density (energy per spin) and the
sharing of a node insured that there would be no energy cost in flipping from one cycle to the other.
They called this pair a “D-pair” to indicate that a long string made from a series of these would be
both disordered and degenerate. An illustration on this is shown in Figure 5.33.

The particular D-pair we will examine has a period of fourteen and is found on an r = 8 de
Bruijn graph. The regular expression for this language is R = (11010100 + (001110 + 100011))∗.
The node that they share is N = 11010100, which is invariant under simultaneous spacial and spin
inversion. If the system is at the node N it has two options to proceed. Taking, say, the left
path the series of spins would be 00111011010100 and taking the the right path would give a series
10001111010100. On either path, the cycle returns to the node N after visiting thirteen nodes in
between. Each node in each cycle has a partner related by simultaneous spatial and spin inversion
in the other cycle. Therefore, if the Hamiltonian that describes the system has these symmetries,
then the two cycles will be degenerate and since they share a node, there is no energy cost to flip
between them. If these simple cycles correspond to the ground state of the system, then we might
see such disordered and degenerate states. The question then becomes, “What would the diffraction
pattern for a lattice stacked according to this language look like?” This was the original motivation
for treating this process. Yi and Canright [80] examined a number of these D-pairs, and we will
repeat some of their analysis, but with an eye toward computational mechanics.
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Table 5.10: The first few Qs generated by a period 14 D-pair. Except for the first few values of the
correlation functions, these Qs are periodic with period fourteen.

n Qc(n) Qr(n) Qs(n)
1 0.500 0.500 0
2 0.214 0.214 0.571
3 0.393 0.393 0.214
4 0.321 0.321 0.357
5 0.321 0.321 0.357
6 0.357 0.357 0.286

If we assume that at the node N the system has an equal probability of choosing either simple
cycle, then we can find the correlation functions, the first few of which are given in Table 5.10.
A graph of Qs(n) vs. n for the first fifty n is shown in Figure 5.34. We see that the correlation
functions are periodic with period fourteen, which may seem odd at first. This process clearly has
some randomness associated with it, and our past experience leads us to believe that this should
result in correlation functions that decay to an asymptotic value of one-third. These do not. This
is an example of long-range order without short-range order [44]. The process does have some
indeterminism, but every fourteenth layer is required to be same since the process returns to the
same state every fourteen layers and there is no net rotation of the crystal. Hence we see that
there is long-range order which is reflected in the correlation functions, but a short-range there
is a particular kind of constrained disorder. See Yi and Canright [80]. The diffraction pattern
for this period 14 D-pair is shown in Figure 5.35. We see fourteen equally spaced Bragg peaks
in the spectrum, although some have only a small intensity. Not obvious in the spectrum is the
relatively weak diffuse scattering. Approximately 21% of the diffracted intensity is scattered into
this background. The diffraction pattern, minus the fourteen Bragg peaks, is shown in Figure 5.36.

We find therefore, that the correlation length is infinite but the entropy density is hµ = 1
14

bits/symbol. The statistical complexity is Cµ = 4.74 bits and the excess entropy is E = 4.16 bits.
The transient information is T = 12.2 bit symbols.

5.11 The Noisy Period Two Process

The noisy period two process is the first process we examine that does not have a finite memory.
That it, the corresponding language is strictly sofic. We can write this language as ...1a1a1a1a1...,
where a ∈ {0, 1}. The regular expression for this language is R = (01 + 11)∗. The recurrent portion
of the ε-machine for this process is shown in figure 5.37.

The first few Qs for this process are shown in Table 5.11. Since Qc(n) 6= Qr(n), we do not
expect the diffraction pattern to be symmetric about l = 1

2 . A plot of Qs(n) versus n is given in
Figure 5.38. The correlation functions are found to decay to asymptotic values of 1

3 , so we should see
no Bragg peaks in the diffraction pattern, shown in Figure 5.40. Interestingly, the diffraction pattern
is not too dissimilar to that of the fair coin toss. There is only one maximum, at l = 0.413, only a
little displaced from the maximum in the fair coin toss at l = 1

2 . The intensity at this maximum is
I(0.413) = 5.678, not so different from the maximum of the fair coin toss of Imax = 3. One might
expect a more ‘varied’ pattern from a more sophisticated process as the noisy period two. Curiously,
in comparison to the golden mean process which has a memory of one and a correlation length of
λq ≈ 4.5 we see that the correlation length of the noisy period two, λq ≈ 2 is significantly small even
though the noisy period two process has an infinite memory.

Another interesting feature of the diffraction pattern is the vanishing intensity at l = 5
6 . It is not
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Qs(n) vs. n for a period 14 D-pair
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Figure 5.34: Qs(n) for period 14 D-pair. Except for the first few n, we see periodic correlation functions
with period fourteen. This seems odd considering that this process contains some randomness. See text for
details.

Diffraction Pattern for a period 14 D-pair
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Figure 5.35: The diffraction pattern for a lattice stacked according to the period 14 D-pair. We see a total
of fourteen equally spaced Bragg Peaks in the spectrum. Not clear in this figure is the diffuse background
scattering.
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Diffraction Pattern for the period 14 D-pair
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Figure 5.36: The diffraction pattern for a lattice stacked according to the period 14 D-pair with Bragg
peaks removed. Approximately 21% of the diffracted intensity goes into this background scattering.

A B

p(0) = 1

p(1) = 1/2

p(0) = 1/2

Figure 5.37: The recurrent portion of the ε-machine for the noisy period two process. This process is not
describable in terms of a finite memory machine, so we have labeled the two causal states by A and B. We
see that the machine oscillates between the two causal states. Every other symbol is destine to be a 1 but
the symbols between these 1s can be either 0 or 1 with equal probability.

Table 5.11: The first few values of the correlation functions generated by the noisy period two process.

n Qc(n) Qr(n) Qs(n)
1 0.750 0.250 0
2 0 0.500 0.500
3 0.500 0.125 0.375
4 0.250 0.500 0.250
5 0.312 0.250 0.438
6 0.375 0.375 0.250
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Qs(n) vs. n for the Noisy Period Two Language
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Figure 5.38: Qs(n) vs. n for the noisy period two process. We see that the correlation functions rather
quickly decay to their asymptotic value of 1

3
. We find a correlation length of λ = 2.04 ± 0.03.

clear why this is so.
The entropy production of this process is hµ = 1

2 bits/symbol, and it has both a statistical
complexity and excess entropy of Cµ = E = 1 bit. The transient information is T = 3.3 bit
symbols. We find an entirely diffuse diffraction pattern and the two-layer correlation functions all
decay asymptotically to 1

3 , as they must. A graph of log2 Ψq(n) vs. n is shown in Figure 5.39. We
find a correlation length of λq = 2.04± 0.03.

5.12 The Even System

Like the noisy period two process, the even system is a process that can not be represented as a
portion of a de Bruijn graph. The regular expression for the corresponding language is R = (0+11)∗.
We can think of this language as the set of words such that there are always an even number of 1s
sandwiched between any two 0s. We can also give the forbidden words, which are FL = {012k+10}
where k is a non-negative integer. In this sense, just as for the noisy period two, the language has
an infinite memory, since for any string of 1s, however long, the language must remember whether
there have been an even or odd number of 1s since the last 0. Another way of stating this is to
say that there is no longest irreducible forbidden word. The recurrent part of the ε-machine for this
process is given in Figure 5.41.

The first few Qs for this process are tabulated in Table 5.12 and a plot of Qs(n) vs. n for the
first fifty n is given in Figure 5.42. We see that Qs(n) quickly approaches its asymptotic value of
1
3 . Indeed, Qs(n) shows little structure. A plot of log2 Ψq(n) vs. n is given in Figure 5.43. We see
that the approximation of exponential decay is not very good here. It is not at all clear why this
is so. Using the first nine values of log2 Ψq(n) versus n we can calculate the correlation length and
we find it to be λq = 1.7± 0.2. The diffraction pattern for this process is shown in Figure 5.44. We
see completely diffuse pattern with two maxima, one at l = 0.389 and a second smaller maximum
at l = 0.772. We also see that the diffraction pattern has a zero at l = 5

6 . This is curiously at the
same l value as we saw a zero in the noisy period two.
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The Logarithm2 of Ψq(n) vs. n for the Noisy Period Two
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Figure 5.39: The logarithm of Ψq(n) for the noisy period two process as a function of n. Considering the
first twelve values of Ψq(n), we find λq = 2.04 ± 0.03.

Diffraction Pattern for Noisy Period Two Language
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Figure 5.40: The diffraction pattern for a lattice stacked according to the noisy period two process. We see
that the spectrum is entirely diffuse and relatively featureless, with a curious isolated zero at l = 5

6
.
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A

p(0) = 1/2

Bp(1) = 1/2

p(1) = 1

Figure 5.41: The recurrent portion of the ε-machine that generates the even process. Like the noisy period
two process, this process can not be represented by a finite memory machine. We have labeled the two
causal states by A and B. Superficially the machine resembles that of the golden mean process. We see that
if state A emits a 1 the machine advances state B where it must always emit another 1. Thus this process
can never generate a sequence that has an odd number of 1s sandwiched between two 0s.

Table 5.12: The first few values of the correlation functions generated by the even system.

n Qc(n) Qr(n) Qs(n)
1 0.667 0.333 0
2 0.167 0.500 0.333
3 0.416 0.167 0.416
4 0.333 0.375 0.292
5 0.271 0.354 0.374
6 0.364 0.334 0.303

Turning our attention to computational measures, we see that the entropy rate is hµ = 2
3

bits/symbol and the predictability G = 1
3 bits/symbol. The statistical complexity Cµ = 0.918

bits and the excess entropy E = 0.913 bits. The transient information is T = 3.09 bit symbols.

5.13 The Sum Zero Process

We now consider a process that is similar in spirit to the period 14 D-pair in spirit, but is strictly
sofic. That is, we wish to design a process that has both long range correlations as reflected in the
Qs but also has some randomness such that hµ 6= 0. We need long range correlations to see Bragg
scattering. So let us imagine, however artificial, a process that does that. Consider the stacking rule
such that every other layer has the same orientation but the layers sandwiched between can have
a randomly chosen orientation, subject of course to the stacking constraints. The sequence would
then look like ...AxAxAxAxA..., where x ∈ {B, C}. Clearly this will have long range correlations.
In terms of a language, we can think of the sequence as being divided into doublets, such that
..aaaaaaaa.. becomes ..(aa)(aa)(aa)(aa).. with a ∈ {0, 1}. The rule then is that each doublet must
contain exactly one 0 and one 1, but the order is arbitrary. If we remind ourselves of the physical
meaning of each symbol, that is a 1 gives a relative rotation of sixty degrees between adjacent layers
about the stacking direction while a 0 gives a rotation in just the opposite sense, then in terms
of operators they are inverses. Hence one followed by the other produces no net rotation and is
therefore a ‘sum zero’ operation. Hence the name sum zero process. We can easily translate this
into an ε-machine, the recurrent portion of which is shown in Figure 5.45. The regular expression
for this language is R = (10 + 01)∗.

The two-layer correlation functions are easily found to be given by
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Qs(n) vs. n for the Even Language
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Figure 5.42: Qs(n) vs. n for the even process. As with the noisy period two, we see that the correlation
functions are rather structureless and decay quickly to their asymptotic value of 1

3
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The Logarithm2 of Ψq(n) vs. n for the Even Process
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Figure 5.43: The logarithm of Ψq(n) for the even process as a function of n. We find a correlation length
of 1.7 ± 0.2. It does not seem that the approximation of exponential decay is very good here. Why?
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Diffraction Pattern for Even Language

l

In
te

n
si

ty
in

a
rb

.
u
n
it
s

10.90.80.70.60.50.40.30.20.10

10

8

6

4

2

0

Figure 5.44: The diffraction pattern for a lattice stacked according to the even process. The spectrum is
rather featureless, as with the noisy period two, and also has an isolated zero at l = 5

6
.

B Ap(0) = 1/2

p(1) = 1
Cp(1) = 1/2

p(0) = 1

Figure 5.45: The recurrent portion of the ε-machine that generates the sum zero process. Since this is a
strictly sofic process, it can not be described by a finite memory process. We label the causal states by the
letters A, B, and C.
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Table 5.13: The first few Qs generated by the sum zero process. They are periodic in n with period two.
Note the similarity to the period two process.

n Qc(n) Qr(n) Qs(n)
1 0.500 0.500 0
2 0.125 0.125 0.750
3 0.500 0.500 0
4 0.125 0.125 0.750
5 0.500 0.500 0
6 0.125 0.125 0.750

Qc(n) = Qr(n) = 1
2

Qs(n) = 0

}

for n odd,

Qc(n) = Qr(n) = 1
8

Qs(n) = 3
4

}

for n even. (5.6)

The first few are tabulated in Table 5.13. Comparing these to the period two process we see
a remarkable similarity. Even though the underlying process has some randomness, the Qs do not
decay asymptotically at all. Instead they are quite periodic. The diffraction pattern as shown in
Figure 5.46 is quite like that of the period two process. There are two Bragg reflections in the
spectrum, one at l = 0 and the other at l = 1/2, but their relative intensities differ from the period
two diffraction pattern. I(0) = 625 and I( 1

2 ) = 5625, giving a ratio of I( 1
2 )/I(0) = 9.00. We also

find a constant background scattering of I(background) = 0.375. It turns out that nearly 37.5% of
the scattered energy is diffracted into this constant background.

So we find that the entropy rate is given by hµ = 1
2 bits/symbol and the total predictability is

G = 1
2 bits/symbol. Grassberger [33] has considered this language and found that and Cµ = E = 3

2
bits. We further find that the transient information is T = 4.7 bit symbols. The Qs display periodic
oscillations of period Tq = 2. The scattering is a mixture of Bragg peaks and a diffuse background.

5.14 The Thue-Morse Sequence

The Thue-Morse sequence is the only example which we consider that can not be expressed as a
finite state process. The Thue-Morse sequence is an example of a process generated by substitution.
The rule for production of a string is

σ(0) → 01,

σ(1) → 10.

After four iterations, for example, beginning with the symbol 0 one gets the string

σ4(0) = 0110100110010110.

One can define the Thue-Morse language as [17]
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Diffraction Pattern for the Sum Zero Process
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Figure 5.46: The diffraction pattern for a lattice stacked according to the sum zero process. Having two
Bragg peaks in the spectrum, one at l = 1

2
and the other at l = 1, this diffraction pattern resembles that

of the period two process. The most easily recognizable difference is the the ratio of the intensities is not
the same. For the period two we have I(l = 1

2
)/I(l = 1) = 3.00 and for the sum zero process we have

I(l = 1
2
)/I(l = 1) = 9.00. Not seen in this plot is the constant background scattering.

Diffraction Pattern for the Sum Zero Process
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Figure 5.47: The background diffraction pattern for a lattice stacked according to the sum zero process. We
see a constant background intensity. Approximately 37.5% of the diffracted intensity falls into this diffuse
scattering.
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Table 5.14: The first few values of the correlation functions for the Thue-Morse process.

n Qc(n) Qr(n) Qs(n)
1 0.500 0.500 0
2 0.167 0.167 0.667
3 0.500 0.500 0
4 0.167 0.167 0.667
5 0.500 0.500 0
6 0.083 0.083 0.833

LTM = sub
(

lim
t→∞

σt(1)
)

,

where ‘sub(s)’ means that we take all sub-words of the string s. Another example of a language
generated by substitution is the Fibonacci sequence. These languages are the called substitution
languages and are formally known as D0L languages. (The “D” stands for deterministic, the “L”
acknowledges A. Lindenmeyer who studied them, and the “0” indicates that the substitutions occur
independent of the context of the symbol being substituted.) D0L languages are a subset of the
so-called index languages which sit between the context-free and context-sensitive languages on the
Chomsky Hierarchy [6]. We can further define the the Thue-Morse process [17] by assigning the
natural measure (or the frequency of occurrence in σ∞(1)) to the words in LTM . The Thue-Morse
sequence is completely predictable, but aperiodic. In order to make a prediction, one, in general,
needs to know an infinite history. In terms of computational mechanics, then, we say that hµ = 0
and Cµ diverges as the log2 L, where L is the length of the sequence [17].

In contrast to the other processes we have considered, we use a much shorter string from the
Thue-Morse sequence to find the diffraction pattern. Since it is known that the power spectrum
for the limit words of the Thue-Morse sequence is singular continuous, we expect that the diffrac-
tion pattern will show essential properties of a singular continuous measure. Indeed, super-lattice
heterostructures of GaAs-AlAs have been fabricated in the laboratory and x-ray diffraction studies
have been performed [3] [52]. There singular continuous properties were found. Since the spectrum
is continuous but not differentiable everywhere, it is more instructive to examine smaller samples.
We use a chain of length 1024 symbols. We generate a sequence of approximately one-half million
symbols and select our 1024 symbol chain from a randomly chosen consecutive sequence in the
middle.

The first few values of the correlation functions are shown in Table 5.14. Qs(n) vs. n for the
first fifty n is plotted in Figure 5.48. We see that the correlation functions appear to show some
periodicity in the odd n, namely that Qc(n) = Qr(n) = 1

2 , Qs(n) = 0 for odd n. This is almost
always true, but an examination of the odd n values shows that occasionally the Qc(n), Qr(n)
differ from 1

2 by a small amount. This behavior of the odd n correlation functions appears to be
independent of the size of the string we examine. The correlation functions at even n however,
do not seem to decay to 1

3 or become periodic. Instead they fidget about, with Qs(n) ≈ 3
4 and

Qc(n) ≈ Qr(n) ≈ 1
8 .

The diffraction pattern for the Thue-Morse sequence is shown in Figure 5.49. We notice that
there are two strong reflections, one at l = 1

2 and the other at l = 1. We should not be surprised
at this given the similarity of the correlation function to the period two process. (Recall that the
period two process has two Bragg peaks, one at l = 1

2 and the other at l = 1.) Approximately 58%
of the scattered intensity goes into the peak at l = 1

2 and 6% into the peak at l = 0. The remaining
36% is diffracted into the background. These peaks seem to scale as N 2, suggesting that they are
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Qs(n) vs. n for the Thue-Morse Sequence
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Figure 5.48: Qs(n) vs. n for the Thue-Morse sequence. For odd n, Qs(n) is zero, but for the even values
of n, Qs(n) do not approach an asymptotic values, but seem to oscillate in what appears to be a random
fashion. Of course the Thue-Morse sequence is completely predictable, so the oscillations are not random.

Diffraction Pattern for the Thue-Morse sequence
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Figure 5.49: The diffraction pattern for a lattice stacked according to the Thue-Morse sequence. We use
1024 layers for this pattern and calculate the intensity at 10,000 equally spaced points. We see two Bragg
peaks, one at l = 1

2
and the other at l = 1. This is similar to the period two process and the sum zero

process. We find the ratio of the intensities of the two Bragg peaks to be I(l = 1
2
)/I(l = 1) = 8.95.
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Diffraction Pattern for the Thue-Morse sequence without the Bragg peaks at l = 1/2, l = 1
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Figure 5.50: The diffraction pattern for a lattice stacked according to the Thue-Morse sequence scaled to
see the background scattering. This background is singular continuous, and approximately 36% of scattered
intensity falls into it.

Bragg peaks. Experiments on heterostructures have not observed this behavior, but we must keep
in mind that there is a fundamental difference in how we stack modular layers as compared to how
they stacked in a heterostructure. For hexagonal close-packed layers, there are three kinds of layers,
if we treat orientation as the defining characteristic. The Thue-Morse sequence specifies the stacking
of the relative spins. In contrast, for heterostructures, there are only two kinds of layers, and the
Thue-Morse sequence specifies the stacking of these layers. The background intensity is shown in
Figure 5.50. We can see that there is structure in the background not apparent in the Figure 5.49.
The power spectrum of the Thue-Morse sequence is known to be fractal [6], so we should not be
surprised at the self-similar features present. We finally show the logarithm of the diffracted intensity
in Figure 5.51.

Let us mention a few of the measures of computation and correlation here. As stated before, the
Thue-Morse sequence has an entropy density of hµ = 0, and a statistical complexity of Cµ ∝ log L.
The excess entropy E is also proportional to the logarithm of the length of the sequence L [17]. The
transient information T is proportional to the length of the sequence. The correlation functions are
aperiodic so the correlation length λq is infinite.

5.15 Summary

Let us pause and consider what we have discovered. Although implicit in our discussions, we should
perhaps state explicitly that correlation length and range of interaction measure very different aspects
of a system. The memory or the range of the interaction gives the minimum distance, in terms of
previous layers or spins seen, that is necessary for an optimal prediction of the next spin. The
correlation length can be thought of as an average decay rate. It gives the distance in terms of
layers over which correlation information is halved. By correlation, of course, we mean what the
average knowledge of a particular spins tells us about a spin n layers away, regardless of the values
of the intervening spins. This point is made clear when we recall a few processes. For a completely
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The Logarithm of the Diffraction Pattern for the Thue-Morse sequence
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Figure 5.51: The logarithm of the diffraction pattern for a lattice stacked according to the Thue-Morse
sequence. We find points in the spectrum where the scattered intensity is zero, and we have cut off the lower
portion of the graph at -20.

predictable process, such as the period one, no memory of the previous spin is necessary to make
an optimal prediction of the next spin. The period one does, however, have an infinite correlation
length. Knowing one spin and the stacking rule provides information about spins infinitely far away.
The Thue-Morse sequence is an example of a system with both an infinite correlation length and
memory. The noisy period two has an infinite memory yet correlation information about the absolute
positions of the stacking layers decays.

Another interesting point to consider is that diffuse scattering does not preclude the underlying
process from being SS. Indeed, we found that two of three SS systems we examined had relatively
featureless spectra. There is the interesting phenomenon of the isolated, vanishing intensity at l = 5

6
for these two spectra, but it is not known how general this phenomenon is.

We also see that Bragg peaks do not preclude some randomness in a process. We have two
examples of this, in the period 14 D-pair and the sum zero process. Also, we see that a completely
predictable process, such as the Thue-Morse, can have at least part of the spectrum continuous.

The measures of computation for all of the system considered in this chapter are given in Ta-
ble 5.15 and measures for correlative and diffraction effects are likewise tabulated in Table 5.16.
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Table 5.15: Computational Results. In the first column we give the process we are considering. In the
second column, we specify the language type, subshift of a finite type (SFT), strictly sofic (SS), or D0L, see
§5.14. The third column gives the memory, or minimum effective range of interaction for the process. The
last five columns list values for the measures of computation as given in §2.2.

System Language Type r hµ G Cµ E T
Fair Coin Toss or RNG SFT 0 1 0 0 0 0
Biased RNG, q = 0.01 SFT 0 0.081 0.919 0 0 0
Biased RNG, q = 0.02 SFT 0 0.142 0.858 0 0 0
Biased RNG, q = 0.05 SFT 0 0.286 0.714 0 0 0
Biased RNG, q = 0.10 SFT 0 0.468 0.532 0 0 0
Biased RNG, q = 0.20 SFT 0 0.721 0.279 0 0 0
Biased RNG, q = 0.30 SFT 0 0.881 0.119 0 0 0
3C SFT 0 0 1 0 0 0
2H SFT 1 0 1 1 1 1
Golden Mean SFT 1 2/3 1/3 0.918 0.252 0.252
3C/2H, q = 0.01 SFT 2 0.054 0.95 1.58 1.48 2.10
3C/2H, q = 0.05 SFT 2 0.190 0.81 1.58 1.21 1.68
3C/2H, q = 0.10 SFT 2 0.313 0.687 1.58 0.96 1.32
3C/2H, q = 0.20 SFT 2 0.483 0.571 1.58 0.62 0.83
3C/2H, q = 0.30 SFT 2 0.587 0.413 1.58 0.41 0.49
3C/2H, q = 0.40 SFT 2 0.648 0.352 1.58 0.29 0.31
4H SFT 2 0 1 2 2 3
3C/2H/4H SFT 3 0.424 0.576 2.79 1.51 2.87
6H SFT 3 0 1 2.59 2.59 4.84
3C/2H/6H SFT 4 0.340 0.660 3.19 1.83 3.72
Period 14 D-pair SFT 8 1/14 13/14 4.74 4.16 12.2
Noisy Period Two SS ∞ 1/2 1/2 1 1.00 3.31
Even SS ∞ 2/3 1/3 0.918 0.913 3.09
Sum Zero SS ∞ 1/2 1/2 3/2 3/2 4.80
Thue-Morse D0L ∞ 0 1 ∝ log N ∝ log N ∝ N
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Table 5.16: Correlative and diffractive results. In the second column, we give the asymptotic behavior of
the correlations, see §4.3. In the third column, we give the correlation length, λq, for each process, see §4.4.
The fourth column shows the period of the limit cycle for periodic processes, see §4.4. The last column shows
the scattering type for the diffraction pattern. We see that there are three possibilities: absolute continuous
(AC), singular continuous (SC), and pure point (PP) or for physicists, δ-function or Bragg scattering.

System Q Behavior λq Tq Scattering Type
Fair Coin Toss decays 1 - AC
Biased RNG, q = 0.01 decays 50.4 - AC
Biased RNG, q = 0.02 decays 23.7 - AC
Biased RNG, q = 0.05 decays 9.57 - AC
Biased RNG, q = 0.10 decays 4.49 - AC
Biased RNG, q = 0.20 decays 2.14 - AC
Biased RNG, q = 0.30 decays 1.43 - AC
3C periodic ∞ 3 PP
2H periodic ∞ 2 PP
Golden Mean decays 4.48 - AC
3C/2H, q = 0.01 decays 123 - AC
3C/2H, q = 0.05 decays 25.7 - AC
3C/2H, q = 0.10 decays 13.1 - AC
3C/2H, q = 0.20 decays 5.5 - AC
3C/2H, q = 0.30 decays 3.5 - AC
3C/2H, q = 0.40 decays 3.0 - AC
4H periodic ∞ 4 PP
3C/2H/4H decays 19.2 - AC
6H periodic ∞ 6 PP
3C/2H/6H decays 49 - AC
Period 14 D-pair periodic ∞ 14 PP/AC
Noisy Period Two decays 2.04 - AC
Even decays 1.70 (?) - AC
Sum Zero periodic ∞ 2 PP/AC
Thue-Morse aperiodic ∞ - PP/SC
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Chapter 6

The Finite r Approximation to
ε-Machine Reconstruction from
Two-Layer Correlation Functions

Now that we have extracted the correlation functions or {Qα(n)} from the diffraction data, we can
proceed to reconstruct the ε-machine. We note that there has been work done in the area of relating
correlations among symbols in a data stream to word probabilities [2], but our case is somewhat
different. Our correlation information is with respect to the absolute spins of the stacking sequence
and we want the word probabilities of the relative spin sequence. Our task, then, is to relate {Qα(n)}
to word probabilities {p(ω)}, where ω ∈ AL, and AL is the set of all words of length L over the
alphabet A, with A ∈ {0, 1}. We do this in successive approximations, by considering a machine of
finite memory r and then writing down equations which relate the {Qα(n)} to the {p(ω)}. This is
equivalent to approximating the process by an rth-order Markov process, which we can graphically
represent by an rth-order de Bruijn graph. It is known that such a graph has 2r nodes and 2r+1

arcs connecting nodes. Since each node has a memory of r, transitions between nodes are labeled
by symbol sequences of length r + 1, or words of length L. An rth-order Markov process can be
completely specified by assigning a probability to each arc. We note, however, only 2r of these
probabilities are independent. The other 2r probabilities are then constrained by conservation of
probability.

We find the rth-order approximation by writing down the de Bruijn graph that corresponds to
the rth-order process. We require conservation of probability at each node, which gives 2r equations,
of which 2r − 1 are independent. We can express this conservation principle mathematically as

p(0u) + p(1u) = p(u0) + p(u1) ∀ u, (6.1)

where u is a sequence of symbols corresponding to a particular node. We additionally require that
the total probability to see a word of length L be unity, ie,

∑

ω∈AL

p(ω) = 1. (6.2)

This then give 2r equations for 2r+1 variables. We find the other 2r equations by relating {Qα(n)}
to {p(ω)}. First let us define ξ(ω) as

ξ(ω) = ν1(ω) − ν0(ω) mod 3, (6.3)
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p(1)p(0)

Figure 6.1: The most general r = 0 machine. Since this process has no memory, r = 0, we do not label the

single state.

where ν1(ω) is the number of 1s in the word ω and ν0(ω) is the number of 0s in ω.

We now define the sets Υs(L), Υc(L), and Υr(L) as

Υs(L) = {ω ∈ AL : ξ(ω) = 0},
Υc(L) = {ω ∈ AL : ξ(ω) = 1}, (6.4)

Υr(L) = {ω ∈ AL : ξ(ω) = −1}.

The interpretation of the Υα(L) where α ∈ {s, c, r} is straight forward. Υc(L), for instance, is the
set of all words of length L such that any two layers related by a stacking sequence described by a
member of this set are cyclically related. Similarly for Υr(L) and Υs(L). We can now say

Qα(L) =
∑

ω∈Υα(L)

p(ω). (6.5)

We take as many of the latter relations as needed to obtain a complete set of equations that we can
solve. We note that at each L (or n) there are at most two independent Qα(n), since

∑

α Qα(n) = 1.

Finding a de Bruijn graph which approximates the process does not however constitute finding
the ε-machine. For that, we need to discover the minimal number of causal states. We do this by
collapsing nodes that have equivalent futures.

6.1 The r = 0 approximation

As an example, let us consider r = 0 case. Figure 6.1 shows the most general machine with this
memory. Since we take L = r + 1, we see that equations 6.1 provide no information. Further we
expect 2L−1 = 20 = 1 independent parameters. Applying equation 6.2 gives p(0)+p(1) = 1, showing
that p(0) and p(1) are not independent. Using the relations 6.5 we finally get,

p(1) = Qc(1),

p(0) = Qr(1). (6.6)

There is no contradiction here, as Qc(1) + Qr(1) = 1 as dictated by stacking constraints. We see
that the {Qα(n)} are linearly related to the {p(w)}. We can now us this r = 0 machine to generate
a sequence and find the resulting {Qα(n)} and diffraction pattern. We call this resulting diffraction
pattern the r = 0 approximation. We can compare this approximate diffraction pattern to the
experimental one to determine whether we need to examine higher order graphs.
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Figure 6.2: The most general r = 1 machine. This graph implies a memory of one, so we label the states

by the last symbol seen. This graph can be described by two independent parameters. Two of the four

variables, p(11), p(10), p(01) and p(00) are constrained by conservation of probability, so we need to use two

values from the correlation functions to fix the graph. We use Qc(2) and Qr(2) for this purpose.

6.2 The r = 1 approximation

We now work out the r = 1 approximate machine. We need a total of four equations, two of which
are constraints among {p(ω)} and two of which relate {p(ω)} and {Qα(n)}. Let us find the {p(ω)}
in terms of Qc(2) and Qr(2). Using equation 6.1 we get p(10) + p(00) = p(01) + p(00), giving
p(01) = p(10). Requiring the sum of the probabilities to be unity gives p(11) + 2p(01) + p(00) = 1.
We now use equations 6.5 to get Qc(2) = p(00) and Qr(2) = p(11). This is a system of linear
equations which are easily solved to give

p(11) = Qr(2),

p(01) = p(10) =
1

2
[1 − Qc(2) − Qr(2)], (6.7)

p(00) = Qc(2).

The most general r = 1 ε-machine is shown in Figure 6.2.

6.3 The r = 2 approximation

We proceed analogously to find the r = 2 approximation to the process. The most general r = 2
machine is shown in Figure 6.3. There are a total of eight word probabilities at r = 2, so we need
four equations relating constraints among the {p(ω)} and four equations relating the {Qα(n)} to
the {p(ω)}. We can write the first three equations as

p(011) = p(110),
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Figure 6.3: The most general r = 2 machine. Each of the four nodes is labeled by its unique history of the

past two symbols seen. There are eight arcs, thus eight variables. There are four constraints arising from

conservation of probability, so we need four additional conditions to fix the graph. We use Qc(2), Qr(2),

Qc(3) and Qr(3) as shown in equations 6.11.

p(001) = p(100), (6.8)

p(110) + p(010) = p(100) + p(101).

We also require conservation of probability,

p(000) + p(001) + p(010) + p(011) + p(100)

+p(101) + p(110) + p(111) = 1. (6.9)

The four equations relating the {Qα(n)} to the {p(ω)} are

Qc(2) = p(00) = p(000) + p(001),

Qr(2) = p(11) = p(110) + p(111),

Qc(3) = p(011) + p(101) + p(110), (6.10)

Qr(3) = p(001) + p(010) + p(100).

These equations are linear and can be solved to give

p(000) =
1

6
[+3Qc(2) − 2Qc(3) − 3Qr(2) − 4Qr(3) + 3],
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p(001) =
1

6
[+3Qc(2) + 2Qc(3) + 3Qr(2) + 4Qr(3) − 3],

p(010) =
1

3
[−3Qc(2) − 2Qc(3) − 3Qr(2) − Qr(3) + 3],

p(011) =
1

6
[+3Qc(2) + 4Qc(3) + 3Qr(2) + 2Qr(3) − 3],

p(100) =
1

6
[+3Qc(2) + 2Qc(3) + 3Qr(2) + 4Qr(3) − 3], (6.11)

p(101) =
1

3
[−3Qc(2) − Qc(3) − 3Qr(2) − 2Qr(3) + 3],

p(110) =
1

6
[+3Qc(2) + 4Qc(3) + 3Qr(2) + 2Qr(3) − 3],

p(111) =
1

6
[−3Qc(2) − 4Qc(3) + 3Qr(2) − 2Qr(3) + 3].

6.4 The r = 3 approximation

Lastly we treat the case of r = 3. The most general r = 3 machine is shown in Figure 6.4. A total
of 16 word probabilities dress the r = 3 graph, so we need eight constraints among the {p(ω)} and
eight equations relating {p(ω)} to {Qα(n)}. The first seven constraints between the {p(ω)} can be
written as

p(0111) = p(1110),

p(0001) = p(1000),

p(0011) + p(1011) = p(0111) + p(0110),

p(0101) + p(1101) = p(1011) + p(1010), (6.12)

p(0010) + p(1010) = p(0101) + p(0100),

p(0001) + p(1001) = p(0011) + p(0010),

p(0100) + p(1100) = p(1001) + p(1000).

We still require the overall probability of seeing a word of length four to be unity, so we have,

p(0000) + p(0001) + p(0010) + p(0011) + p(0100)

p(0101) + p(0110) + p(0111) + p(1000) + p(1001)

p(1010) + p(1011) + p(1100) + p(1101) + p(1110)

p(1111) = 1. (6.13)

We now write out the equations which relate the {Qα(n)} and the {p(ω)} and find,

Qc(2) = p(0000) + p(0001) + p(0010) + p(0011),

Qr(2) = p(1100) + p(1101) + p(1110) + p(1111),

Qc(3) = p(0110) + p(0111) + p(1010) + p(1011)

+p(1100) + p(1101),

Qr(3) = p(0010) + p(0011) + p(0100) + p(0101)

+p(1000) + p(1001),
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Figure 6.4: The most general r = 3 machine. We now have eight nodes and sixteen arcs at r = 3. Each

node is labeled by the last three symbols seen. Not all of the word probabilities are independent, there are

eight constraints coming from conservation of probability. The other eight constraints come using Qα(n)

where α ∈ {c, r} and n ∈ {2, 3, 4, 5}.
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Qc(4) = p(1111) + p(1000) + p(0100) + p(0010)

+p(0001),

Qr(4) = p(0000) + p(0111) + p(1011) + p(1101)

+p(1110), (6.14)

Qc(5) =
p2(0000)

p(0000) + p(0001)
+

p(0011)p(0111)

p(0111) + p(0110)

+
p(0101)p(1011)

p(1011) + p(1010)
+

p(0110)p(1101)

p(1101) + p(1100)

+
p(0111)p(1110)

p(1110) + p(1111)
+

p(1001)p(0011)

p(0011) + p(0010)

+
p(1010)p(0101)

p(0101) + p(0100)
+

p(1011)p(0110)

p(0110) + p(0111)

+
p(1100)p(1001)

p(1001) + p(1000)
+

p(1101)p(1010)

p(1010) + p(1011)

+
p(1110)p(1100)

p(1100) + p(1101)
,

Qr(5) =
p2(1111)

p(1111) + p(1110)
+

p(1100)p(1000)

p(1000) + p(1001)

+
p(1010)p(0100)

p(0100) + p(0101)
+

p(1001)p(0010)

p(0010) + p(0011)

+
p(1000)p(0001)

p(0001) + p(0000)
+

p(0110)p(1100)

p(1100) + p(1101)

+
p(0101)p(1010)

p(1010) + p(1011)
+

p(0100)p(1001)

p(1001) + p(1000)

+
p(0011)p(0110)

p(0110) + p(0111)
+

p(0010)p(0101)

p(0101) + p(0100)

+
p(0001)p(0011)

p(0011) + p(0010)
.

The last two relations of equations 6.14 require some explanation. At L = 5, a typical term in
the sum to find Qc(5) might look like p(00111). We want to express this probability of seeing a
length five word as some function of the probability of seeing length four words. So we say that
p(00111) = p(0011)p(1|0011), where p(1|0011) is the conditional probability of seeing a 1 having
already seen a 0011. But looking at the Figure 6.4 it is clear that having last seen a 0011 puts us at
the node 011. The probability of seeing another 1 is just the branching ratio at node 011, which we

can write as p(0111)
p(0111)+p(0110) . Therefore, we find that p(00111) = p(0011)p(0111)

p(0110)+p(0111) .

It is reasonable to ask why we need the de Bruijn graphs to write down these relations. Some
seem to follow directly from probability theory. Indeed, the de Bruijn graphs are a convenient and
pictorial way to describe rth-order Markov processes. Up to r = 2, the de Bruijn graphs impose
no additional constraints on the probabilities and one can derive the same r = 2 equations from
elementary probability theory. At r = 3, they do alter the equations slightly. By making the
assumption of a finite range, the conditional probabilities are truncated to look only at a depth r.

Consider the term p(00111). We found this term to be equal to p(0011)p(0111)
p(0110)+p(0111) which can be rewritten
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as p(1|011)p(0011). From elementary probability theory, we obtain p(00111) = p(1|0011)p(0011).
So we have effectively approximated the term p(1|0011) by p(1|011).

We immediately notice that the last two of these equations are nonlinear. We therefore have not
found an analytical solution and have instead resorted to numerical solutions. At first glance these
equations might seem easy to solve, after all fourteen of them are linear and the nonlinearities are
algebraic. However, in practice it is the case that denominators of many of the terms in the last two
equations become quite small, especially if there are forbidden words. Let us now turn to the task
of solving these equations.

6.5 Solutions to the r = 3 Equations

Let us require 0 ≤ p(ω) ≤ 1 for all ω. Let the space occupied by this 16-dimensional hypercube be
denoted as <s. In general, nonlinear equations must be solved using numerical techniques. Several
standard procedures are available, such as Newton’s method, secant methods such as Broyden’s
method, and steepest descent techniques [11] [20]. Newton’s method requires finding the derivatives
of the equations and while it does converge quadratically for initial starting points close to the
answer, if one starts far from a root, convergence is not guaranteed. There is also the necessity of
finding and inverting the Jacobian matrix at each iteration. The method fails if the Jacobian matrix
becomes singular. Broyden’s method avoids having to calculate the Jacobian by approximating it.
It converges only super-linearly. The steepest descent method converges linearly and it is not as
sensitive to the initial starting point. The main drawback to using any of these three is that they
are intended for unconstrained problems. That is, no precondition, save perhaps the reality of the
solution, is imposed a priori. The solutions to our equations can only be physically meaningful for
real word probabilities lying on the unit interval. We expect the data will yield correlation functions
that contain considerable error, and may take the solution {p(ω)} out of <s. It is perhaps better,
then, to think of this as a constrained optimization problem. The constraint is that whatever we
call a solution must lie in <s, and the optimization is the recognition that there might not be {p(ω)}
satisfying the equations which lies in <s and therefore we might have to settle for some approximate,
‘best’ solution. As such, we forgo mathematically exact solutions lying outside <s and instead seek
{p(ω)} ∈ <s which best satisfy the equations, where best is defined as the {p(ω)} ∈ <s which
minimize the fitness function, F . We further define the fitness function as

F({p(ω)}) =

Neq
∑

i

a2
i f

2
i ({p(ω)}), (6.15)

where Neq is the number of equations, and ai is a weight factor. The f
(

{p(ω)}
)

are a simple

rewriting of the equations 6.12, 6.13, and 6.14. Explicitly, they are

f1 = p(1110)− p(0111),

f2 = p(1000)− p(0001),

f3 = p(0111) + p(0110)− p(0011)− p(1011),

f4 = p(1011) + p(1010)− p(0101)− p(1101),

f5 = p(0101) + p(0100)− p(0010)− p(1010),

f6 = p(0011) + p(0010)− p(0001)− p(1001),
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f7 = p(1001) + p(1000)− p(0100)− p(1100),

f8 = p(0000) + p(0001) + p(0010) + p(0011) + p(0100)

+p(0101) + p(0110) + p(0111) + p(1000) + p(1001)

+p(1010) + p(1011) + p(1100) + p(1101) + p(1110)

+p(1111)− 1,

f9 = p(0000) + p(0001) + p(0010) + p(0011)− Qc(2),

f10 = p(1100) + p(1101) + p(1110) + p(1111)− Qr(2),

f11 = p(0110) + p(0111) + p(1010) + p(1011)

+p(1100) + p(1101)− Qc(3),

f12 = p(0010) + p(0011) + p(0100) + p(0101)

+p(1000) + p(1001)− Qr(3),

f13 = p(1111) + p(1000) + p(0100) + p(0010)

+p(0001)− Qc(4),

f14 = p(0000) + p(0111) + p(1011) + p(1101)

+p(1110)− Qr(4), (6.16)

f15 =
p2(0000)

p(0000) + p(0001)
+

p(0011)p(0111)

p(0111) + p(0110)

+
p(0101)p(1011)

p(1011) + p(1010)
+

p(0110)p(1101)

p(1101) + p(1100)

+
p(0111)p(1110)

p(1110) + p(1111)
+

p(1001)p(0011)

p(0011) + p(0010)

+
p(1010)p(0101)

p(0101) + p(0100)
+

p(1011)p(0110)

p(0110) + p(0111)

+
p(1100)p(1001)

p(1001) + p(1000)
+

p(1101)p(1010)

p(1010) + p(1011)

+
p(1110)p(1100)

p(1100) + p(1101)
− Qc(5),

f16 =
p2(1111)

p(1111) + p(1110)
+

p(1100)p(1000)

p(1000) + p(1001)

+
p(1010)p(0100)

p(0100) + p(0101)
+

p(1001)p(0010)

p(0010) + p(0011)

+
p(1000)p(0001)

p(0001) + p(0000)
+

p(0110)p(1100)

p(1100) + p(1101)

+
p(0101)p(1010)

p(1010) + p(1011)
+

p(0100)p(1001)

p(1001) + p(1000)

+
p(0011)p(0110)

p(0110) + p(0111)
+

p(0010)p(0101)

p(0101) + p(0100)

+
p(0001)p(0011)

p(0011) + p(0010)
− Qr(5).
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To find {p(ω)} which best satisfy the equations, we choose to employ a Monte Carlo method.
Let us begin with a random choice for {p(ω)} ∈ <s and evaluate F . We call the resulting numerical
value for the fitness function Fold and the set of word probabilities {pold(ω)}. One member of the
{pold(ω)} is incremented/decremented to get {pnew(ω)} and a new value of the fitness function Fnew

is calculated. The incrementation/decrementation procedure is never allowed to take {pnew(ω)} out
of <s. The standard Monte Carlo procedure is followed to decide whether to accept {pnew(ω)}.
Namely, if Fnew ≤ Fold the {pnew(ω)} is accepted. If Fnew > Fold, then the {pnew(ω)} is accepted
with a probability exp−(Fnew−Fold)/τ , where τ is a “fake” temperature. The procedure is then
repeated for a maximum of 109 iterations, or until Fnew falls below some preset minimum value.
Initially, τ is set high, at 10−2, so that most choices of {pnew(ω)} are accepted, but then it is
gradually lowered so that the process becomes increasingly selective. This hopefully eliminates any
bias that the initial guess may give and permits the {p(ω)} to freely explore much of <s. τ is never
allowed fall below one one-hundredth of the smallest value of F that the algorithm has found. ai is
always taken as unity here, although we have tried to using different values, to reflect the fact that
equations 6.12 and 6.13 should be satisfied identically. Using larger ai for i = 1, 2, ..., 8 penalizes
failure to satisfy conservation of probability relations more heavily than the equations that relate
the {p(ω)} to the {Qα(n)}. However we find the resulting {p(ω)} to be much the same. The entire
algorithm is repeated twenty times.

A few tricks are also used to help find a minimum of F . Randomly, two of the {pold(ω)} are
incremented simultaneously. This seems to accelerate convergence to the minimum. Also, the
amount by which a p(ω) is incremented (the step size) is adjusted during search. Initially, it is large,
on the order of 10−1, but as τ falls, it too is reduced to a minimum value of 10−8. Periodically, the
step size is increased and allowed to fall again. This helps the prevent {p(ω)} from getting stuck in
a local minimum.

It is often possible to find more than one {p(ω)} which give nearly the same F . One possibility
is that the solutions are symmetry related. The equations 6.16 are of the form that if {p(ω)} is a
solution, then {p′(ω)} is also, where we define p′(ω) = p(ω), where the overline indicates spacial
inversion. (For example, 0010 = 0100). We can not distinguish between these two roots. Another
possibility is that there are distinct roots, not related by symmetry. In this event, other criteria
must be used to select among the possible {p(ω)}.

We have tested this for sample data, to see if it works. The first process we examine is a
completely random one. It is chosen because analytical solutions are available. We want to see if
the method works for exact data and also for some data with noise. The correlation functions for
the random number generator are given in Table 6.1. The noisy correlation functions differ from the
exact values by about ±0.0013 on average, a value much smaller than one expects from experiment.
The solution to the equations is shown in Table 6.2. Using the exact correlation functions, the
method finds the correct {p(ω)} result to within ±0.0001 for each p(ω). For the noisy correlation
functions, we see an error in the average p(ω) of about ±0.0013.

The correlation functions for a second process we examine are shown in Table 6.3. The minimal
graph that describes this process is r = 3. The numerical solutions to equations (5) for these
correlation functions is shown in Table 6.4. First one notices that there are two solutions. These
solutions are symmetry related, and either is a reasonable answer. The algorithm converged to
solution #1 nine times, and found solution #2 eleven times. From the smallness of the fitness
function, as well as examining the {p(ω)}, we see that the algorithm has found an excellent solution.
The noisy correlation functions differ from their exact values by ±0.00079 on average. Again, this
error is much smaller than we expect from experiment. Curiously, we find that the two solutions for
the exact correlation functions have merged into one solution for the noisy Q’s, which seems to just
be the average of the two. The fitness is again quite good.
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Table 6.1: Exact and noisy correlation functions for the random number process. These are the correlation
functions used in solving equations 6.16. The exact {Qα(n)} are found from an analytical solution for the
random number generator, and the noisy version is found by considering a finite sample of the process.

n Qc(n) Qr(n) Qc(n) Qr(n)
exact exact noisy noisy

2 0.25000 0.25000 0.2539 0.2489
3 0.37500 0.37500 0.3744 0.3732
4 0.31250 0.31250 0.3127 0.3142
5 0.34375 0.34375 0.3444 0.3407

Table 6.2: Solution at r = 3 for the random number generator. Using the exact correlation functions,
we get a fitness of F = 1.26 × 10−14. With the noisy correlation functions, the fit is not nearly as
good, F = 1.72× 10−6.

Word Exact Answer Numerical Solution Numerical Solution
with exact Q’s with noisy Q’s

p(0000) 0.0625 0.0626 0.0668
p(0001) 0.0625 0.0624 0.0619
p(0010) 0.0625 0.0625 0.0630
p(0011) 0.0625 0.0625 0.0622
p(0100) 0.0625 0.0626 0.0631
p(0101) 0.0625 0.0624 0.0599
p(0110) 0.0625 0.0626 0.0648
p(0111) 0.0625 0.0624 0.0607
p(1000) 0.0625 0.0624 0.0618
p(1001) 0.0625 0.0626 0.0634
p(1010) 0.0625 0.0625 0.0599
p(1011) 0.0625 0.0625 0.0633
p(1100) 0.0625 0.0624 0.0622
p(1101) 0.0625 0.0626 0.0633
p(1110) 0.0625 0.0624 0.0608
p(1111) 0.0625 0.0626 0.0625

Table 6.3: Exact and noisy correlation functions for the second process. These are the correlation functions
used in solving equations 6.16. The exact {Qα(n)} are found from direct analytical calculation from the
process. Only four digits of accuracy are reported here for convenience. The noisy version is found by
considering a finite sample of the process.

n Qc(n) Qr(n) Qc(n) Qr(n)
exact exact noisy noisy

2 0.2300 0.1300 0.2279 0.1289
3 0.3600 0.4500 0.3611 0.4504
4 0.2900 0.1200 0.2891 0.1191
5 0.2969 0.5254 0.2981 0.5252
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Table 6.4: Solution at r = 3 for for a second process. Using the exact correlation functions, (accurate to
10−11), I find two solutions. The first has a fitness of F = 1.21 × 10−16 and the second has a fitness of
F = 1.62×10−16 . The two solutions are symmetry related. The numerical solution for the noisy correlations
has a fitness of F = 2.31 × 10−9.

Word Exact Numerical Solution #1 Numerical Solution #2 Numerical Solution
Answer with exact Q’s with exact Q’s with noisy Q’s

p(0000) 0.050 0.050 0.050 0.050
p(0001) 0.080 0.080 0.080 0.079
p(0010) 0.040 0.050 0.040 0.045
p(0011) 0.060 0.050 0.060 0.054
p(0100) 0.050 0.040 0.050 0.045
p(0101) 0.200 0.210 0.200 0.206
p(0110) 0.050 0.050 0.050 0.051
p(0111) 0.020 0.020 0.020 0.019
p(1000) 0.080 0.080 0.080 0.079
p(1001) 0.020 0.020 0.020 0.021
p(1010) 0.210 0.200 0.210 0.206
p(1011) 0.010 0.020 0.010 0.016
p(1100) 0.050 0.060 0.050 0.054
p(1101) 0.020 0.010 0.020 0.016
p(1110) 0.020 0.020 0.020 0.019
p(1111) 0.040 0.040 0.040 0.041

6.6 The r = 4 and higher approximations

As we reconstruct processes of larger and larger r, we notice that finding a solution is becoming
more and more difficult. It is therefore reasonable to ask why this is so and to try to determine
just how complicated the equations are for a given r. The number of variables we need to solve
for grows exponentially in r, given by the relation NV (r) = 2r+1. Just from this we see that the
computational requirements become onerous fast. But we also notice that as we increment r, the
additional number of constraints in the form of Qs only increases by a constant, namely two. This is
a disaster. It necessitates using equations of higher n to generate enough constraints to solve for the
word probabilities. The problem is even worse than this however. We need to go out exponentially
far in n to find enough constraints, but the number of terms in the highest Qα(n) equation grows
exponentially in n. So, the maximum number of terms in the equations we need to solve for a given
r grows like the exponential of an exponential, ie, Nterms ∝ 2(2r+1). The problem is, however, even
more difficult than this. It is these equations that have so many terms that turn out to be nonlinear!
All of the terms are added, so we can expect no fortuitous cancellations. The problem has become
intractable. It is probably true that r = 4 is doable, though requiring much work. It is likely r = 5
can not be done, at least in general, and higher r are almost certainly prohibitively difficult. These
results are tabulated in Table 6.5. For an illustration of the r = 4 graph, see Figure 6.5.
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Figure 6.5: The most general r = 4 machine. The number of nodes has grown to sixteen and now there

are thirty-two arcs. Conservation of probability provides sixteen constraints among the arcs. The remaining

sixteen constraints come from the correlation functions, and we would use Qα(n) with α ∈ {c, r} and

n ∈ {2, 3, 4, 5, 6, 7, 8, 9}. To solve for this system we would need to solve thirty-two simultaneous algebraic

equations, eight of which would be non-linear. At n = 9, the two equations relating correlation functions to

word probabilities would have 171 terms.
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Table 6.5: Mathematical requirements for general solution of equations as a function of r. NV is the
total number of variables, NIV is the total number of independent variables after constraints among the
probabilities are taken into account, NNLEq is the number of nonlinear equations, and finally the killer
is Nterms, the maximum number of terms in any one equation. We can see that this number becomes
prohibitively large fast.

r n NV NIV NNLEq Nterms

0 1 2 1 0 1
1 2 4 2 0 4
2 3 8 4 0 8
3 5 16 8 2 16
4 9 32 16 8 171
5 17 64 32 22 43690
6 33 128 64 52 2.86× 109

7 65 256 128 114 1.23× 1019



Chapter 7

Examples of ε-Machine
Reconstruction from Known
Processes

We will now consider four examples of machine reconstruction from processes that can not be
represented on an r = 3 de Bruijn graph. For any process that is describable in terms of a third-order
Markov process, our reconstruction procedure will find the underlying process. It is for those cases
where the structure is not third-order Markovian that we wish to determine how the reconstruction
algorithm works. So, we will treat the r = 4 process given in §5.9, another r = 4 process not so far
discussed, the noisy period two in §5.11, and the even system, §5.12.

7.1 Machine Reconstruction for the 3C/2H/6H Process

Let us begin with the 3C/2H/6H process described in §5.9. We see that this process has both a
strong fcc component and 6H cycle. We might therefore expect that this will give our algorithm
some difficulty as the simultaneous existence of these two is possible only on an r = 4 graph. The
machine reconstruction results are given in Table 7.1. We also calculate the the correlation functions
and the diffraction patterns of the various r approximations. Since the r = 0 approximation at best
corresponds to a biased random number generator, and such a process clearly does not represent
the structure seen in the 3C/2H/6H process, we do not calculate it here.

Figure 7.1 shows Qs(n) versus n for both the 3C/2H/6H process and the r = 1 approximation
to it. We see that with exception of n = 1, 2 and 3, the correlations die out far too fast for the r = 1
approximation. Indeed, there appears to be some significant long range structure that the r = 1 is
failing to capture. A comparison of the diffraction pattern of the r = 1 approximation to that of
the 3C/2H/6H process is shown in Figure 7.2. We see that Bragg peak at l = 1

3 , save for a small
bump, is missing in the r = 1 approximation. The only structure in the diffraction pattern that
the approximation models moderately well is that at l = 2

3 . The other features in the spectrum, at
l = 1

6 , 1
2 and 5

6 , are totally absent in the r = 1 approximation to the diffraction pattern.
Figure 7.3 compares the Qs(n) for the r = 2 approximation to that of the 3C/2H/6H process.

We see that very little, if any, additional structure has been discovered by increasing r. Examining
the diffraction patterns in Figure 7.4 paints an even more dismal picture. We see a smooth diffuse
background for the r = 2 spectrum, giving scant notice to the diffraction maximum in the 3C/2H/6H
process. It seems that no progress has been made in increasing r from 1 to 2. We can also compare
the computation measures for the two approximations, as shown in Table 7.2. We observe that the
entropy density hµ only decreases slightly (from 0.910 → 0.904) as r goes 1 → 2. The excess entropy
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Table 7.1: Machine reconstruction results for the 3C/2H/6H Process. We show the word probabilities
resulting from the r = 0, 1, 2, 3 approximations to the 3C/2H/6H process. For comparison, the exact word
probabilities from the 3C/2H/6H process are given in the last column. Comparing the last two columns,
we see that the r = 3 approximation does not do a very good job. It forbids some words the exact
process allows, p(0001) for example, and vice versa. Most seriously, the graph is not strongly connected as
p(0001) = p(1000) = 0 while p(0000) 6= 0.

r values Words Word r values Words Reconstructed Exact
Probabilities WPs WPs

r = 0 p(0) 0.394 r = 3 p(0000) 0.123 0.000
p(1) 0.606 p(0001) 0.000 0.111

p(0010) 0.034 0.000
r = 1 p(00) 0.223 p(0011) 0.064 0.111

p(01) 0.172 p(0100) 0.068 0.000
p(10) 0.172 p(0101) 0.000 0.049
p(11) 0.434 p(0110) 0.098 0.000

p(0111) 0.009 0.124
r = 2 p(000) 0.111 p(1000) 0.001 0.111

p(001) 0.111 p(1001) 0.099 0.000
p(010) 0.048 p(1010) 0.035 0.049
p(011) 0.124 p(1011) 0.045 0.012
p(100) 0.111 p(1100) 0.033 0.111
p(101) 0.060 p(1101) 0.084 0.012
p(110) 0.124 p(1110) 0.009 0.124
p(111) 0.311 p(1111) 0.304 0.185

Qs(n) vs. n for 3C/2H/6H process: Comparison with the r = 1 Approximation
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Figure 7.1: Qs(n) vs. n for the 3C/2H/6H Process (solid line) and the r = 1 approximation to the process
(dashed line). We can see that the correlation functions for the r = 1 approximation die out entirely too
fast.
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Comparison of Diffraction Patterns for the 3C/2H/6H Process
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Figure 7.2: The diffraction pattern for a lattice stacked according to the 3C/2H/6H process (solid line)
and the r = 1 approximation (dashed line). The diffraction pattern for the r = 1 approximation is clearly
missing all of the structure present. Of particular note is the fact that the small rises at l = 1

6
and 5

6
are

completely absent in the diffraction pattern for the r = 1 approximation.

Qs(n) vs. n for 3C/2H/6H process: Comparison with the r = 2 Approximation
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Figure 7.3: Qs(n) vs. n for the 3C/2H/6H Process (solid line) and the r = 2 approximation to the process
(dashed line). Again, as with the r = 1 approximation, we see that the correlation functions die out too
quickly for the r = 2 approximation.
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Comparison of Diffraction Patterns for the 3C/2H/6H Process
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Figure 7.4: The diffraction pattern for a lattice stacked according to the 3C/2H/6H process (solid line) and
the r = 2 approximation (dashed line). The r = 2 approximation seems to do little better than the r = 2
approximation at matching the diffraction pattern.

and the transient information likewise only show small changes. We note that the r = 2 machine
collapses into a three state machine because the ‘11’ node and the ‘01’ node have equivalent futures.
We can see that p(1|11) ≈ p(1|01) ≈ 0.72.

The machine reconstruction results for r = 3 are shown in the next to last column of Table 7.1.
We find a fitness of F = 1.35 × 10−4. From the table we also see that there are some forbidden
words appearing. We find that ‘0001’ and ‘0101’ have vanishing probabilities and ‘1000’ is nearly
so. (Of course, p(0001) and p(1000) should be identically equal, but the relatively large value of
the fitness indicates that some equations are not well satisfied.) This is problematic because ‘0000’
has a reasonably large probability of occurrence at 0.123. In fact, it is the second most common
word of length four in our reconstruction, behind only ‘1111’. We find that the graph is no longer
strongly connected. So, machine reconstruction at r = 3 has failed. We cannot calculate a sample
of the language or find the diffraction pattern. We can however compare our reconstructed word
probabilities with those of the 3C/2H/6H process, which are given in the last column of Table 7.1. We

Table 7.2: Computational results for 3C/2H/6H process and the r = 0, 1 and 2 approximations. Since
machine reconstruction has failed at r = 3, we can not calculate measures of computation for it. Notice that
at even at r = 2, the entropy density remains well above that of the actual process.

System Language Type r hµ G Cµ E T
3C/2H/6H process, Example A SFT 4 0.341 0.659 3.19 1.82 3.71
r = 0 Approximation SFT 0 0.967 0.000 0.00 0.000 0.000
r = 1 Approximation SFT 1 0.910 0.090 0.967 0.056 0.056
r = 2 Approximation SFT 2 0.904 0.096 1.36 0.070 0.076
r = 3 Approximation SFT 3 — — — — —
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p(0|0000) = 0.80

0000

0001 1000p(1|1000) = 0.50

0011 1100

0111 1110p(0|0111) = 0.50

1111

p(1|1111) = 0.80

p(1|0111) = 0.50 p(0|1111) = 0.20

p(0|1110) = 1.00

p(0|1100) = 1.00

p(0|1000) = 0.50

p(1|0001) = 1.00

p(1|0011) = 1.00

p(1|0000) = 0.20

Figure 7.5: The recurrent portion of the ε-machine for the 3C/6H process. Since we wish to have a barrier
between the two cycles representing the 3C and the 6H, we must use a graph with an r = 4 memory. So
this graph is a portion of a r = 4 de Bruijn graph.

see that actually ‘0000’ does not occur at all in the 3C/2H/6H process, and the reconstructed machine
significantly overestimates p(1111). Similarly, other word probabilities are not well-represented. We
understand these results as stemming from the inability of an r = 3 graph to simultaneously support
both 3C and 6H structure.

7.2 Machine Reconstruction for the 3C/6H Process

We now apply machine reconstruction to another process which is only describable by a machine
with a memory of at least r = 4. We expect that some ZnS crystals will incompletely transform to
a twinned 3C structure and contain remnants of the 6H structure. We call this the 3C/6H process,
and the recurrent portion of the ε-machine is shown in Figure 7.5.

The results for machine reconstruction up to r = 3 are shown in Table 7.3. We find the correlation
functions for the r = 1 approximation and the first fifty values of Qs(n) from the r = 1 approximation
are compared with those of the 3C/6H process in Figure 7.6. Perhaps not surprisingly, there is only
good agreement for the first few n, after which the Qs(n) for the r = 1 approximation decay too
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Qs(n) vs. n for 3C/6H process: Comparison with the r = 1 Approximation
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Figure 7.6: Qs(n) vs. n for the 3C/6H process (solid line) and the r = 1 approximation to the process
(dashed line). The correlation functions for the r = 1 approximation do not show nearly as much structure
as those of the actual process.

rapidly to their asymptotic value. Comparing the diffraction patterns as shown in Figure 7.7, we
see that the r = 1 approximation does show some of the structure evident in the original spectrum
at l = 1

3 and 2
3 , but it is too diffuse. The bumps in the spectrum of the 3C/6H process at l = 1

6 , 1
2

and 5
6 are not evident at all in the the spectrum of the r = 1 process. We should expect this, as the

structure at these l comes from the 6H cycles, which are not present in the r = 1 graph.
We find that the r = 2 gives only slight, if any, improvement. Again we should expect this,

as there are no new cycles in the underlying process to be discovered upon moving from r = 1 to
r = 2. A comparison of the Qs(n) is shown in Figure 7.8. It seems that they reflect a little more
structure, but not much. A comparison of the diffraction patterns for the 3C/6H process and the
r = 2 approximation is shown in Figure 7.9. Arguably, the agreement has become worse. It seems
that the peaks at l = 1

3 and 2
3 , while remaining too diffuse, have also shifted slightly to the left and

right, respectively. The structure in the 3C/6H spectrum at l = 1
6 , 1

2 and 5
6 remains absent in the

r = 2 approximation.
Finally, we compare the r = 3 approximation to the 3C/6H process. In Figure 7.10 we see the

first fifty Qs(n) versus n plotted for each. The agreement is quite good. The peaks at l = 1
3 and 2

3
in the 3C/6H spectrum are reproduced well in the r = 3 approximation. The r = 3 approximation
even seems to be picking up the small rise in the spectrum at l = 1

2 . The bumps at l = 1
6 and 5

6
are missing however. At r = 3, for the first time we have the possibility of modeling the 6H portion
of the process. It is surprising that it does so well. We should view this as cautionary, however,
because fitting the peaks and ignoring the diffuse background scattering can be misleading. We have
found a process that generates correlation functions similar to those of the 3C/6H process, but it is
different. Namely, it implies a range of interaction of one less than the true process. We can also
compare the word probabilities for each process. This is shown in the last two columns of Table 7.3.
The next to last column is the r = 3 approximation and the last column has the word probabilities
generated by the 3C/6H process. The r = 3 approximation does identify several of the forbidden
words from the 3C/6H process, such as ‘0101’ and ‘1010’, but it does miss quite a few others, such
as ‘0010’, ‘1001’, and ‘1101’, to name a few. It does, however, assign relatively small probabilities to
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Table 7.3: Machine reconstruction results for the 3C/6H process. Comparing the last two columns, we see

that the agreement is not too bad, but there is still a troublingly large discrepancy between the reconstructed

word probabilities (WPs) and the those of the exact process.

r values Words Word r values Words Reconstructed Exact
Probabilities WPs WPs

r = 0 p(0) 0.498 r = 3 p(0000) 0.296 0.227
p(1) 0.502 p(0001) 0.026 0.091

p(0010) 0.030 0.000
r = 1 p(00) 0.407 p(0011) 0.046 0.091

p(01) 0.091 p(0100) 0.026 0.000
p(10) 0.091 p(0101) 0.000 0.000
p(11) 0.410 p(0110) 0.045 0.000

p(0111) 0.025 0.091
r = 2 p(000) 0.316 p(1000) 0.027 0.091

p(001) 0.091 p(1001) 0.049 0.000
p(010) 0.000 p(1010) 0.000 0.000
p(011) 0.091 p(1011) 0.027 0.000
p(100) 0.091 p(1100) 0.052 0.091
p(101) 0.000 p(1101) 0.029 0.000
p(110) 0.091 p(1110) 0.024 0.091
p(111) 0.319 p(1111) 0.300 0.227

Comparison of Diffraction Patterns for the 3C/6H Process
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Figure 7.7: The diffraction pattern for a lattice stacked according to the 3C/6H process (solid line) and the
r = 1 approximation (dashed line). We see that the rise at l = 1

2
in the diffraction pattern for the 3C/6H

process is completely absent in the r = 1 approximation.
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Qs(n) vs. n for 3C/6H process: Comparison with the r = 2 Approximation
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Figure 7.8: Qs(n) vs. n for the 3C/6H process (solid line) and the r = 2 approximation to the process
(dashed line). As with the correlation functions for the r = 1 approximation, those of the r = 2 approxima-
tion fall of far too quickly as compared with actual process.

Comparison of Diffraction Patterns for the 3C/6H Process
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Figure 7.9: The diffraction pattern for a lattice stacked according to the 3C/6H process (solid line) and
the r = 2 approximation (dashed line). There seems to be little improvement compared with the r = 1
approximation.
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Qs(n) vs. n for 3C/6H process: Comparison with the r = 3 Approximation
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Figure 7.10: Qs(n) vs. n for the 3C/6H process (solid line) and the r = 3 approximation to the process
(dashed line). Here we see quite good agreement between the correlation functions for r = 3 approximation
to the process and those of the actual process.

Comparison of Diffraction Patterns for the 3C/6H Process
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Figure 7.11: The diffraction pattern for a lattice stacked according to the 3C/6H process (solid line) and
the r = 3 approximation (dashed line). As with the r = 3 correlation functions, the agreement between
the r = 3 approximation to the diffraction pattern and the diffraction pattern of the actual process is quite
good, except for the small rises at l = 1

6
and 5

6
. We interpret this as resulting from the fact that at r = 3

there is not a sufficient structure in the graph to simultaneously support both 3C and 6H simple cycles.



98 Machine Reconstruction for Noisy Period Two Process

Table 7.4: Computational results for 3C/6H process and the r = 0, 1, 2 and 3 approximations. We notice
that the entropy density decreases with increasing r. This seems reasonable, since as r increases, we see
more of the past and should therefore be less surprised at each new symbol.

System Language Type r hµ G Cµ E T
3C/6H process SFT 4 0.510 0.490 2.86 0.819 1.342
r = 0 Approximation SFT 0 1.000 0.000 0.00 0.000 0.000
r = 1 Approximation SFT 1 0.685 0.315 1.00 0.315 0.315
r = 2 Approximation SFT 2 0.626 0.374 1.69 0.433 0.492
r = 3 Approximation SFT 3 0.537 0.463 2.44 0.831 1.380

these words. The r = 3 approximation also over estimates the word probabilities associated with the
ferromagnetic arcs, ‘1111’ and ‘0000’. It assigns these a value of about 0.30, where as the underlying
process gives them a value of about 0.23.

Examining Table 7.4, we see how the computational values change with each approximation and
how the compare with those of the true process. Notably, the entropy density falls with increasing
r. This is reasonable, as remembering more of the past should decrease our ‘surprise’ on seeing each
new symbol, so hµ should decrease and finally approach that of the underlying process. We also
see that the statistical complexity increases and approaches that of the underlying process as we
increase r. The excess entropy and the transient information actually slightly overestimate the real
values at r = 3.

7.3 Machine Reconstruction for Noisy Period Two Process

Let us now attempt machine reconstruction for a process that is simple to describe (in the sense
that it requires only two recurrent causal states), but nonetheless is not depict-able on a portion of
a de Bruijn graph. The recurrent portion of the ε-machine for the noisy period two process is shown
in Figure 5.37. The machine reconstruction results for the r = 0, 1, 2 and 3 are given in Table 7.5.

Qs(n) versus n for both the r = 0 approximation and the noisy period two are shown in the
Figure 7.12. Both approach their asymptotic values of relatively quickly, but there is some noticeable
disagreement for n ≤ 10. The diffraction pattern for this approximation is compared with the
diffraction pattern for the noisy period two in Figure 7.13. The agreement is fair, with the broad
diffuse increase in intensity at l ≈ 0.4 being somewhat modeled by the r = 0 approximation,
although shifted. The curious zero l = 5

6 in the noisy period two spectrum is not captured by the
r = 0 approximation.

At r = 1, we pick up our first forbidden word, ‘00’. The reconstructed r = 1 machine does
recognize this. Qs(n) versus n comparing the r = 1 approximation and the noisy period two is shown
in Figure 7.14. The r = 1 approximation seems to over-estimate the strength of the correlations
for the smaller n, especially in the region of 5 ≤ n ≤ 15. The diffraction pattern for these two
is shown in Figure 7.15. The placement of the broad diffuse peak at l ≈ 0.4 seems fine, but the
r = 1 approximation over-estimates its sharpness. The zero in the spectrum at l = 5

6 is again not
well-represented.

Qs(n) versus n for the r = 2 approximation to the process and the noisy period two is shown
in Figure 7.16. We see that now the correlation functions are under-represented by the approxima-
tion. The diffraction patterns for the r = 2 approximation and the noisy period two are shown in
Figure 7.17. The broad diffuse central maximum is also now under-represented. The zero at l = 5

6
is more closely approximated than before.

The machine reconstruction results for the r = 3 approximation are shown in the next to last
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Table 7.5: Machine reconstruction results for the noisy period two system. Comparing the last two columns
we see that the same difficulty that arose in the 3C/6H/2H process is present here, namely that the recurrent
portion of the ε-machine is not strongly connected since p(0000) 6= 0 even though p(0001) = p(1000) = 0.
The problem is less severe here due to the smallness of the weight attached to p(0000). The other word
probabilities are reasonably well-represented by the r = 3 approximation.

r values Words Word r values Words Reconstructed Exact
Probabilities WPs WPs

r = 0 p(0) 0.250 r = 3 p(0000) 0.007 0.000
p(1) 0.750 p(0001) 0.000 0.000

p(0010) 0.000 0.000
r = 1 p(00) 0.000 p(0011) 0.000 0.000

p(01) 0.250 p(0100) 0.005 0.000
p(10) 0.250 p(0101) 0.116 0.125
p(11) 0.500 p(0110) 0.010 0.000

p(0111) 0.115 0.125
r = 2 p(000) 0.000 p(1000) 0.000 0.000

p(001) 0.000 p(1001) 0.005 0.000
p(010) 0.125 p(1010) 0.122 0.125
p(011) 0.125 p(1011) 0.124 0.125
p(100) 0.000 p(1100) 0.002 0.000
p(101) 0.250 p(1101) 0.132 0.125
p(110) 0.125 p(1110) 0.116 0.125
p(111) 0.375 p(1111) 0.249 0.250

Qs(n) vs. n for the Noisy Period Two Process and The r = 0 Approximation
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Figure 7.12: Qs(n) vs. n for the noisy period two process (solid line) and the r = 0 approximation to the
process (dashed line). We see that both decay quickly to the asymptotic value of 1

3
, but there is some small

difference for small n.
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Diffraction Pattern for Noisy Period Two Process
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Figure 7.13: The diffraction pattern for a lattice stacked according to the noisy period two process (solid
line) and the r = 0 approximation (dashed line).

Qs(n) vs. n for the Noisy Period Two Process and The r = 1 Approximation
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Figure 7.14: Qs(n) vs. n for the noisy period two process (solid line) and the r = 1 approximation to the
process (dashed line).
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Diffraction Pattern for Noisy Period Two Process
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Figure 7.15: The diffraction pattern for a lattice stacked according to the noisy period two process (solid
line) and the r = 1 approximation (dashed line).

Qs(n) vs. n for the Noisy Period Two Process and The r = 2 Approximation
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Figure 7.16: Qs(n) vs. n for the noisy period two process (solid line) and the r = 2 approximation to the
process (dashed line).
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Diffraction Pattern for Noisy Period Two Process
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Figure 7.17: The diffraction pattern for a lattice stacked according to the noisy period two process (solid
line) and the r = 2 approximation (dashed line).

Qs(n) vs. n for the Noisy Period Two Process and The r = 3 Approximation
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Figure 7.18: Qs(n) vs. n for the noisy period two process (solid line) and the r = 3 approximation to the
process (dashed line).
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Diffraction Pattern for Noisy Period Two Process
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Figure 7.19: The diffraction pattern for a lattice stacked according to the noisy period two process (solid
line) and the r = 3 approximation (dashed line).

column of Table 7.5, along with the word probabilities for the noisy period two in the last column.
There are several curiosities. We found that the lower approximations were detecting the forbidden
word ‘00’ and words constructed from it. At r = 3, some of these words have become ‘unforbidden.’
For example, ‘0100’, containing ‘00’ as a subword is forbidden by the noisy period two process, but
r = 3 approximation assigns it a small probability weight of 0.005. We do acquire a new irreducible
forbidden word at r = 3, ‘0110’, but the r = 3 approximation gives this a small probability weight
of 0.010. Most troubling is the isolated node ‘0000’. While assigning only a small weight of 0.007,
it is nonetheless isolated from the rest of the graph as p(0001) = p(1000) = 0.000. The same
difficulty that plagued us in the 3C/2H/6H process arises here. Given the small weight, though,
we chose to ignore it and proceed as if p(0000) = 0.000. A plot of Qs(n) versus n for both the
r = 3 approximation and the noisy period two is given in Figure 7.18. We see excellent agreement.
There is similar excellent agreement between the diffraction patterns as shown in Figure 7.19. The
broad diffuse maximum is well-represented by the r = 3 approximation, but the minimum at l = 5

6
is slightly off. There is a rise in the spectrum of the noisy period two that is not accounted for
well in the r = 3 approximation. From the example in §7.2, we see that the details of the diffuse
background scattering are important, and the point is reinforced here.

Table 7.6 gives the computational results for the noisy period two and the four r approximations.
As we might expect, the entropy density decreases with increasing r, except for the r = 2 → 3 step.
There is a slight rise in hµ. This is counter-intuitive, and it is not known why hµ increases.

7.4 Machine Reconstruction for the Even Process

As a final example, let us consider another process that we will not be able to find using a finite
r procedure. Instead, we expect to once again generate graphs of increasing size that approximate
the process. The recurrent portion of the ε-machine for this process is given in Figure 5.41. The
machine reconstruction results for the first four r approximations are shown in Table 7.7.

Figure 7.20 shows the comparison between the r = 0 approximation and the even system for the
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Table 7.6: Computational results for The Noisy Period Two System and the r = 0, 1, 2 and 3 approximations.
Unlike the 3C/6H process, hµ does not steadily decrease as r increases. There is a slight rise in r as r goes
from 2 to 3. This is counterintuitive, and it is not known why this is so.

System Language Type r hµ G Cµ E T
Noisy Period Two SS ∞ 0.500 0.500 1.000 1.000 3.31
r = 0 Approximation SFT 0 0.811 0.189 0.000 0.000 0.000
r = 1 Approximation SFT 1 0.689 0.311 0.811 0.123 0.123
r = 2 Approximation SFT 2 0.655 0.345 1.50 0.189 0.222
r = 3 Approximation SFT 3 0.671 0.329 2.25 0.242 0.370

Table 7.7: Machine reconstruction results for the even system. Comparing the last two columns, we see
reasonable agreement between the word probabilities for the even system and the r = 3 approximation.

r values Words Word r values Words Reconstructed Exact
Probabilities WPs WPs

r = 0 p(0) 0.333 r = 3 p(0000) 0.035 0.042
p(1) 0.667 p(0001) 0.045 0.042

p(0010) 0.007 0.000
r = 1 p(00) 0.167 p(0011) 0.078 0.083

p(01) 0.167 p(0100) 0.002 0.000
p(10) 0.167 p(0101) 0.000 0.000
p(11) 0.500 p(0110) 0.073 0.083

p(0111) 0.089 0.083
r = 2 p(000) 0.083 p(1000) 0.044 0.042

p(001) 0.083 p(1001) 0.040 0.042
p(010) 0.000 p(1010) 0.000 0.000
p(011) 0.167 p(1011) 0.084 0.083
p(100) 0.083 p(1100) 0.083 0.083
p(101) 0.083 p(1101) 0.087 0.083
p(110) 0.167 p(1110) 0.089 0.083
p(111) 0.333 p(1111) 0.240 0.250
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Qs(n) vs. n for the Even Language
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Figure 7.20: Qs(n) vs. n for the even process (solid line) and the r = 0 approximation to the process
(dashed line).
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Figure 7.21: The diffraction pattern for a lattice stacked according to the even process (solid line) and the
r = 0 approximation (dashed line).



106 Machine Reconstruction for the Even Process

Qs(n) vs. n for the Even Language
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Figure 7.22: Qs(n) vs. n for the even process (solid line) and the r = 1 approximation to the process
(dashed line).

first fifty correlation functions Qs(n). Both quickly approach their asymptotic value, but there is
some disagreement at small n. The diffraction patterns are compared in Figure 7.21. The spectrum
for the even system has two broad diffuse peaks, one of which the r = 0 approximation is seems to
be trying to fit. It is slightly shifted though. The second peak at l ≈ 0.78 is not represented at all
in the r = 0 approximation.

A plot of Qs(n) versus n for the for the r = 1 approximation and the even process is shown in
Figure 7.22. Again, the agreement between the correlation functions for small n is not as good as one
would hope, but it is not bad. A comparison of the diffraction patterns for the r = 1 approximation
and the even process is shown in Figure 7.23. Again the broad background peak at l ≈ 0.4 is slightly
shifted in the r = 1 approximation, but this time to the left. The secondary peak at l ≈ 0.78 is
again not well-represented in this approximation.

At r = 2, we find the first word forbidden by the even system, ‘010’. A comparison between the
first fifty values of the correlation functions for the even system and the r = 2 approximation are
given in Figure 7.24. We see reasonable agreement, but there are still discrepancies for 4 ≤ n ≤ 15.
A comparison of the diffraction patterns is given in Figure 7.25, where we see improved reproduction
of the broad rise at l ≈ 0.4, but the peak at l ≈ 0.78 is shifted to the left.

We lastly consider the r = 3 reconstruction to the even process. The word probabilities for the
reconstructed process are shown in the next to last column of Table 7.7 and the length four word
probabilities for the even process are in the last column of Table 7.7. We see the same phenomenon
of words becoming ‘unforbidden’ at larger r, namely ‘0010’ and ‘0100’ have small probabilities even
though they contain ‘010’, a forbidden sequence, as a subword. Unlike the previous two examples,
the recurrent portion of the graph is strongly connected. We see the r = 3 approximation does
a quite reasonable job of reproducing the length four word probabilities. Comparing the Qs(n)
generated by the even process and the r = 3 approximation in Figure 7.26, we see good agreement,
except for some small discrepancy in the region 5 ≤ n ≤ 10. The diffraction pattern generated by
the r = 3 approximation also shows good agreement in region 0 ≤ l ≤ 0.6. The rise at l ≈ 0.78 and
the subsequent zero in the diffracted intensity at l = 0.83 are not well modeled here. Computational
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Diffraction Pattern for Even Language
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Figure 7.23: The diffraction pattern for a lattice stacked according to the even process (solid line) and the
r = 1 approximation (dashed line).

Qs(n) vs. n for the Even Language
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Figure 7.24: Qs(n) vs. n for the even process (solid line) and the r = 2 approximation to the process
(dashed line).
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Diffraction Pattern for Even Language
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Figure 7.25: The diffraction pattern for a lattice stacked according to the even process (solid line) and the
r = 2 approximation (dashed line).

Qs(n) vs. n for the Even Language
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Figure 7.26: Qs(n) vs. n for the even process (solid line) and the r = 3 approximation to the process
(dashed line).
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Diffraction Pattern for Even Language
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Figure 7.27: The diffraction pattern for a lattice stacked according to the even process (solid line) and the
r = 3 approximation (dashed line).

Table 7.8: Computational results for the even process and the r = 0, 1, 2 and 3 approximations. As with
the noisy period two process, there is a slight rise in the entropy density as r goes from 2 to 3.

System Language Type r hµ G Cµ E T
Even SS ∞ 0.667 0.333 0.918 0.913 3.09
r = 0 Approximation SFT 0 0.918 0.082 0.0 0.0 0.000
r = 1 Approximation SFT 1 0.874 0.126 0.918 0.044 0.044
r = 2 Approximation SFT 2 0.792 0.208 1.79 0.208 0.290
r = 3 Approximation SFT 3 0.803 0.197 2.63 0.222 0.351

results are given in Table 7.8. We see the same decrease in entropy density as r increases except at
r = 2 → 3, where there is a slight increase in hµ.
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Chapter 8

Previous Classifications of Disorder
in Layered Materials

8.1 Overview

A zeroth order attempt to ‘classify’ disorder in physical systems is to acknowledge that the disorder
exists, but give no further details. This is the approach taken in a recent paper on determination
of the polytype distribution in SiC [27]. There the authors perform x-ray diffraction experiments
on powder samples of SiC. For several samples, they discovered diffuse background scattering which
they can not associate with any crystalline polytype. They can, however, determine the fraction
of the scattered intensity diffracted into this background, and simply refer to this fraction as the
percentage of disorder present. It is certainly an honest approach, akin to the admission of ignorance.
We believe much more desirable though, is a statistical description of this disorder. Another approach
with a long history is the assumption that there is a crystal structure present but that there are
stacking errors, or faults present, which lead to the disorder. Typically, often guide by intuition, and
ease of implementation, one assumes a certain number and kind of possible ways for the disorder
to exist and calculates what effect this disorder can have on the diffraction pattern. Often this
analysis is confined to considering only the effect of the assumed disorder on the Bragg peaks. We
saw in §7.2 that this can be misleading. Proposed structures may account relatively well for the
placement, intensity, shape, etc. of Bragg peaks but still not represent the underlying mechanism.
It is important to take into account the intensity distribution over an entire unit interval. Recent
work by Gosk [31] [32] does just this, but he is still adheres to a picture of imposing a priori a
select number and kind of possible faults. We have several difficulties with these approaches. The
first is not specific enough, and the second requires assumptions that in general are not supportable
and in fact may be misleading. A more serious objection of the second approach is our contention
that the fundamental picture of faulting is deeply flawed. We discuss this in detail in §9.2. A
final quibble is perhaps philosophical. Instead of needing to assume some underlying mechanism,
we would rather make fewer initial assumptions and let the data more directly tell us about the
underlying mechanism.

The zeroth order attempt at describing disorder is simple enough and needs no further exposition.
We do wish, however, to examine the faulting picture more closely so that we may compare our results
with previous work.
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8.2 ‘Faultology’

Here we discuss various layer faults found in the 2H and 3C close-packed structures. By fault, one
means an error or mistake in the stacking sequence that deviates from a crystalline structure. This
naturally presupposes the existence of a parent crystal. This terminology is unfortunate because
it implies that the structure should have been a crystal (and therefore there has been some sort of
“mistake”) and perhaps limits our thinking of how one more systematically describe a disordered
system. Indeed, one of results of this work is to demonstrate that one-dimensionally disordered
lattices can be described more generally by ε-machines. So let us briefly list and describe several of
the faulting structures proposed in the literature. This list is compiled largely from reference [61].

8.2.1 Growth Faults in the 2H and 3C structures of ZnS

The growth of crystals often proceeds by a layer addition process. Suppose a layer is added which
can not be thought of as a continuation of the previous crystal structure, but the layers added
subsequent to that layer return to the original stacking rule. Such a layer inserted into the sequence
is called a growth fault. For the 2H structure, the rule is that the added layer is the same as the
next to last layer. For example, imagine that the unfaulted 2H crystal is ..ABABAB... Then a
growth fault in this structure would be a C layer following a B layer. The remaining layers would
continue to follow the 2H stacking rule, giving a sequence like,

...A B A B A B C B C B C B...

where underlining indicates the fault plane. Notice that the original crystal is composed of alter-
nating A and B layers, while after the fault this becomes a sequence of alternating B and C layers.
In terms of a relative spin sequence, a growth fault for the 2H crystal is just the insertion of a single
0 or 1 into the sequence. For example, ...01010101... becomes ...010110101... upon insertion of a 1.
The underlined character is the inserted spin. The smallest de Bruijn graph on which this can be
represented is r = 1. The r = 3 de Bruijn graph showing this fault is shown in Figure 8.1.

In the 3C structure, the stacking rule is that the added layer is different from the previous
two layers. There are, of course, two distinct, symmetry related 3C structures, one being the
...ABCABC... and the other its spacial inversion ...CBACBA.... The relative spin sequences for
these are (1)* and (0)* respectively. A growth fault for this crystal gives a sequence like,

...A B C A B C B A C B A...

where underlining indicates the fault plane. It is conventional to take this as the fault plane because
it is the only atomic plane in the sequence that is hexagonally related to its neighbors. In terms of
relative spins, the sequence is ...11111|00000..., where the the vertical line indicates the fault plane.
The effect of a growth fault in a 3C structure is then to switch from one 3C structure to another,
or to flip all of the relative spins after the fault plane. This fault is also known as a twin fault of
the 3C structure, because it produces a crystal containing both kinds of 3C sequences. The smallest
de Bruijn graph that can represent this fault is the r = 1 graph. The r = 3 graph is shown in
Figure 8.2.

8.2.2 Deformation Faults in the 2H and 3C structure of ZnS

Other faults can occur after a crystal structure has been formed. Caused by external stresses or
inhomogeneous temperature distributions within the crystal, deformation faults are the result of one
plane in the crystal slipping past another. Only slips that result in a structure where the layers are
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Figure 8.1: Growth faults in the 2H structure of ZnS depicted on an r = 3 de Bruijn graph. The broad
solid lines represent the 2H structure, the dashed lines are the growth faults, and the thin solid lines are
the remainder of the graph. For convenience, only the faults in the upper portion of the graph are shown,
corresponding to an insertion of a 1. In general, there are of course the spin inverse of these present (insertion
of a 0), and these faults occupy the spin symmetric portion in the lower part of the graph. Growth faults
can be seen on a r = 1 graph.
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Figure 8.2: Growth faults in the 3C structure of ZnS depicted on an r = 3 de Bruijn graph. The broad solid
lines represent the 3C structure (only the positive chirality - (1)* shown), the dashed lines are the growth
faults, and the thin solid lines are the remainder of the graph.
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describable in terms of A, B, or C positions are considered. An example of deformation faulting in
the 2H structure is the following:

...A B A B | C A C A C A...

The vertical bar indicates the plane across which the slip occurred. In terms of relative spins, a
deformation fault in the 2H structure is realized by flipping a spin. In this example, the unfaulted
sequence ...10101010... transforms to ...10111010..., where again the underlined character demarcates
the flipped spin. The minimum size de Bruijn graph on which this fault can be demonstrated is
r = 3. This is shown in Figure 8.3.

In the 3C structure, deformation faults appear much the same. An example of a deformation
fault in a 3C structure is

...A B C A B C | B C A B C A...

The vertical bar again indicates the slip plane. Expressed in relative spins, the unfaulted 3C crystal,
...11111111..., becomes ...11110111..., giving a single spin flip. This can be expressed on a r = 1 de
Bruijn graph; it is shown on a r = 3 de Bruijn graph in Figure 8.4.

8.2.3 Layer Displacement Faults in the 2H and 3C structure of ZnS

Layer displacement faults are characterized by a shifting of one or two layers in the crystal, while
leaving the remainder of the crystal undisturbed. As such, these faults do not interrupt the long
range order present in a structure. They are thought to be introduced at high temperatures by
diffusion of the atoms through the crystal. Sebastian and Krishna [61] give a nice discussion of the
possible mechanisms. In the 2H structure, an example of a layer displacement fault is:

...A B A B C B A B A...

where the underlined layer is the faulted layer. Written as relative spins, ...10101010... becomes
...10110010..., the underlined characters indicating the the relative spins that have flipped. The
minimal de Bruijn graph necessary to show this structure is r = 3, and this is displayed in Figure 8.5.

Layer displacement faults in 3C structures are more difficult to realize, since each layer is sand-
wiched between two unlike layers and changing its orientation would violate stacking constraints. It
is therefore necessary for two adjacent layers to shift. Consequently one might expect that these are
more rare. An example of layer displacement is the following:

...A B C A B C B A C A B C A...

where the underlined layers are faulted. The relative spin sequence changes from a series of all 1s
to one where three consecutive spins have been flipped to 0. The minimal graph on which this can
be demonstrated is r = 3, and this is shown in Figure 8.6.

8.2.4 Additional Faulting Structures

The previous examples by no means exhaust all the possible faulting structures known or postulated
to be important in the polytypism of close-packed lattices. Additionally, one finds the double
deformation fault for 3C structures, shown in Figure 8.7. Another fault, unnamed and requiring a
de Bruijn graph of r = 4 is postulated in 2H structures. There are also faults that are believed to
correspond to the removal or insertion of entire layers in the crystal. Called extrinsic faults, one
mechanism for their creation is irradiation. They have high fault energies, and are thus rare. None
of the samples considered in this work have been irradiated, so it is not discussed further here.
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Figure 8.3: Deformation faults in the 2H structure of ZnS depicted on an r = 3 de Bruijn graph. The
broad solid lines represent the 2H structure, the dashed lines are the deformation faults, and the thin solid
lines are the remainder of the graph. For convenience, only the faults in the upper portion of the graph are
shown, corresponding to a spin flip of 0 → 1. In general, there are of course the spin inverse of these present
( 1 → 0 ), and these faults occupy the spin symmetric portion in the lower part of the graph.
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Figure 8.4: Deformation faults in the 3C structure of ZnS depicted on an r = 3 de Bruijn graph. The broad
solid lines represent the 3C structure (only the positive chirality structure (1)* shown), the dashed lines are
the deformation faults, and the thin solid lines are the remainder of the graph.
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Figure 8.5: Layer displacement faults in the 2H structure of ZnS depicted on an r = 3 de Bruijn graph.
The broad solid lines represent the 2H structure, the dashed lines are the layer displacement faults, and the
thin solid lines are the remainder of the graph. For convenience, only the fault that begins with 1011 is
shown.
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Figure 8.6: Layer displacement faults in the 3C structure of ZnS depicted on an r = 3 de Bruijn graph. The
broad solid lines represent the 3C structure (only the positive chirality structure (1)* shown), the dashed
lines are the layer displacement faults, and the thin solid lines are the remainder of the graph.
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Figure 8.7: Double deformation faults in the 3C structure of ZnS depicted on an r = 3 de Bruijn graph. The
broad solid lines represent the 3C structure (only the positive chirality structure (1)* shown), the dashed
lines are the double deformation faults, and the thin solid lines are the remainder of the graph.



Chapter 9

ε-Machine Reconstruction from
Experimental ZnS Diffraction
Patterns

Now that the work of previous researchers has been discussed and new theoretical tools and pro-
cedures have been introduced, we are equipped to examine experimental spectra and discover the
underlying process which gives rise to them. We will examine the diffraction patterns for seven
single crystal ZnS found in reference [61]. They will be referred to by the page number on which
they appear in [61]. Even though the data was taken in the mid 1980s, it unfortunately is only
available in graphical form [56]. It was therefore necessary to scan the graphs and digitize the data.

A brief word about significant figures in the following. While most quantities are calculated to a
precision of three decimal places, this in no way implies that any quantity is this well known. Recall
that the spirit of this work is exploratory, and we are attempting to expound a new technique for
the characterization and discovery of patterns in the stacking order of ZnS. As such, we do not want
the clarity and power of the exposition to be lost in too little precision. No error analysis has been
attempted, but if one were performed, the error would undoubtedly be large.

9.1 Machine Reconstruction from Experimental Diffraction

Pattern SK229

The diffraction pattern along the 10.l row for an as grown 2H ZnS crystal is shown in Figure 9.1
and the diffraction pattern corrected for C(l) is displayed in Figure 9.2. We immediately notice in
Figure 9.2 that the pattern is not periodic in l, but instead suffers from variations in the intensity.
We see that the peaks at l = − 1

2 and 1
2 , are of similar intensity, but the peak at l = 3

2 seems to
have about roughly one-half their brightness. The peaks at l = 0 and 1 also differ in their intensity.
So we can be sure that this spectrum contains substantial error, and we will find this to plague the
other spectra as well. As discussed in §4.2, there are criteria we can use to help select a unit interval
over which the intensity seems not to vary too much. Looking at the spectrum in Figure 9.2, we
might expect this interval to be between l = − 1

2 , 1
2 , and we indeed find that choosing l0 = −0.33

gives reasonable figures of merit, namely Qs(1) = 0.008, γ = −0.489 and β = 1.004. The first few
correlation functions found by integrating over this interval are shown in Table 9.1. Values near one-
half for the Qc(n) and Qr(n) with odd n are what we expect for a disordered 2H crystal. Calculating
the correlation length for the Qs up to n = 40, we find it to be λq = 19 ± 2. In Figure 9.3 a plot
of Qs(n) vs. n is given that shows the oscillatory behavior in Qs(n) with period two over the first
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Diffraction Pattern for Experimental Data from SK229
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Figure 9.1: The uncorrected diffractometer pattern of intensity vs. l along the 10.l row for a single crystal
of as grown ZnS. Experimental Data SK229.

Table 9.1: The first few correlation functions for experimental data SK229.

n Qc(n) Qr(n) Qs(n)
1 0.487 0.505 0.008
2 0.066 0.037 0.897
3 0.442 0.490 0.068
4 0.088 0.067 0.845
5 0.438 0.488 0.074
6 0.095 0.067 0.838

forty-five n, which is again what we would expect for a crystal that can be thought of as largely 2H.

The results for machine reconstruction are displayed in Table 9.2. We see that the probability to
visit words 1010 and 0101 have a combined total about 82.5%. These words of course correspond to
the 2H cycle, as we might expect. The remaining probability is distributed among the other fourteen
words. The r = 3 graph in Figure 9.4 shows the the strong 2H cycle in bold arcs. The dashed arcs
for the words 1100 and 0011 are used to indicate their relative weakness. It is tempting to interpret
the remaining arcs as faults, and indeed it seems we can. Let us treat the dashed arcs as though they
are vanishing. Then in the upper half of the graph there appears to be a 2H deformation fault with
probability weight 0.040 [p(1011)+p(0111)+p(1110)+p(1101)] and in the bottom half there likewise
seems to be a 2H deformation fault with weight 0.049 [ 12p(0100)+p(1000)+p(0001)+ 1

2p(0010)]. In the
bottom portion there also seems to be growth fault with weight 0.036 [ 1

2p(0100)+p(1001)+ 1
2p(0010)].

The ferromagnetic arcs at the poles (1111 and 0000) have a combined weight of 0.041. A possible
interpretation of this graph is a crystal structure with faults in the the following proportions:
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Diffraction Pattern for Experimental Data from ref sk229
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Figure 9.2: The diffraction pattern for Experimental Data SK229 corrected for C(l).

Qs(n) vs. n for the Experimental Data SK229
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Figure 9.3: Qs(n) vs. n for Experimental Data SK229. We use l0 = −0.330 and get a value of γ = −0.489
and β = 1.004. We find a correlation length of λq = 19 ± 2 over the first forty layers.
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Table 9.2: Machine reconstruction results for the experimental diffraction pattern SK229. The fitness for
the r = 3 is F = 2.04 × 10−6.

r = 0 p(0) 0.509 r = 3 p(0000) 0.026
p(1) 0.491 p(0001) 0.013

p(0010) 0.025
r = 1 p(00) 0.066 p(0011) 0.002

p(01) 0.449 p(0100) 0.022
p(10) 0.449 p(0101) 0.414
p(11) 0.037 p(0110) 0.000

p(0111) 0.012
r = 2 p(000) 0.040 p(1000) 0.013

p(001) 0.026 p(1001) 0.013
p(010) 0.438 p(1010) 0.411
p(011) 0.010 p(1011) 0.010
p(100) 0.026 p(1100) 0.004
p(101) 0.423 p(1101) 0.006
p(110) 0.010 p(1110) 0.012
p(111) 0.027 p(1111) 0.015

Table 9.3: Computational Results for the r = 0, 1, 2 and 3 approximations to experimental data SK229.

System Language Type r hµ G Cµ E T
r = 0 Approximation SFT 0 1.000 0.000 0.000 0.000 0.00
r = 1 Approximation SFT 1 0.473 0.527 1.000 0.526 0.53
r = 2 Approximation SFT 2 0.308 0.692 1.47 0.856 1.02
r = 3 Approximation SFT 3 0.301 0.699 1.79 0.887 1.09

2H 82.5%
3C 4.1%
deformation fault 8.9%
growth fault 3.6%
other disorder 0.9%

This decomposition is sensible because clearly there is some underlying crystal structure present,
and the smaller, ‘faulting’ arcs aren’t too large or complex. This need not always be the case.

Figure 9.5 compares the experimental Qs(n) and the Qs(n) obtained from the r = 3 approxima-
tion. The agreement is excellent, differences in the two only becoming apparent at about n = 40. We
observe that the theoretical fit has stronger oscillations in Qs(n) above n = 40. There is similarly
excellent agreement between in the diffraction patterns as shown in Figure 9.6. In fact, it is difficult
to distinguish between the experimental and the r = 3 approximation in Figure 9.6, except perhaps
in the region of −0.4 ≤ l ≤ −0.3. There we see that the r = 3 approximation slightly over estimates
the diffuse scattering.

Table 9.3 presents a comparison of different measures of computation for the four different r
approximations to the process. The general trends seem obvious enough. Increasing r implies more
complex processes (as measured both by Cµ and E) as well as a decrease in the measure of the
randomness, as measured by hµ.
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Figure 9.4: The r = 3 machine for diffraction pattern SK229. The bold arcs correspond to the 2H crystal
structure and the dashed arcs have so little probability that we can take them to be zero for the purpose of
decomposing the graph into a crystal and faults. The missing 0110 arc indicates that this word is absent.
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Qs(n) vs. n for Experimental Data SK229
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Figure 9.5: Qs(n) vs. n for Experimental Data SK229 (solid line) and the r = 3 approximation (dashed
line). We see excellent agreement between the correlation functions for the r = 3 approximation and those
of the process. It is only after n = 35 that differences become apparent.
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Figure 9.6: The diffraction pattern for Experimental Data SK229 (solid line) and the r = 3 approximation
(dashed line). The agreement between the r = 3 approximation and experiment is so close that it is difficult
to tell that there are two curves plotted.
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Diffraction Pattern for Experimental Data from SK230
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Figure 9.7: The uncorrected diffractometer pattern of intensity vs. l along the 10.l row for a perfect 2H
crystal of ZnS after annealing for one hour at 300 C. Experimental Data SK230.

Table 9.4: The first few Qs for experimental data SK230.

n Qc(n) Qr(n) Qs(n)
1 0.467 0.524 0.009
2 0.164 0.077 0.759
3 0.398 0.439 0.163
4 0.214 0.124 0.662
5 0.396 0.450 0.154
6 0.242 0.106 0.652

9.2 Machine Reconstruction from Experimental Diffraction

Pattern SK230

Figure 9.7 shows the diffraction pattern along the 10.l row of a perfect 2H ZnS crystal that has been
annealed at 300 C for one hour. The same diffraction pattern corrected for C(l) is shown in Figure 9.8.
Again we notice that the intensity is not periodic in l, but appears to fall off slowly as l increases. The
intensity seems to have been reduced by a factor of two on the interval −0.5 ≤ l ≤ 1.5. Integrating
over the interval −0.63 ≤ l ≤ 0.37 we find the figures of merit to be Qs(n) = 0.009, γ = −0.486 and
β = 1.022. The first few correlation functions found from integrating over this interval are shown in
Table 9.4. We can see values of Qc(n), Qr(n) near one-half for n odd, suggesting that the original
2H structure is not too corrupted. This is reasonable considering strong peaks at integer and half
integer l. Considering the first forty layers we get a correlation length of λq = 8.4± 0.4.

The results for machine reconstruction appear in table 9.5 and Figure 9.10. We notice immedi-
ately two missing arcs, 0011 and 1001. Again the probability weights on the arcs corresponding to the
2H cycle are large, the sum of p(0101) and p(1010) being 60.9%. The remaining 30% arc weight can be



128 Experimental Diffraction Pattern SK230

Diffraction Pattern for Experimental Data from SK230
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Figure 9.8: The diffraction pattern for Experimental Data SK230 corrected for C(l).

Qs(n) vs. n for the Experimental Data SK230
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Figure 9.9: Qs(n) vs. n for Experimental Data SK230. We use l0 = −0.630 and get a value of γ = −0.486
and β = 1.022. We find a correlation length of λq = 8.4 ± 0.4 over the first forty layers.
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Table 9.5: Machine reconstruction results for the experimental diffraction pattern SK230. The fitness for
the r = 3 solution is F = 1.01 × 10−5.

r = 0 p(0) 0.528 r = 3 p(0000) 0.066
p(1) 0.472 p(0001) 0.049

p(0010) 0.049
r = 1 p(00) 0.164 p(0011) 0.000

p(01) 0.380 p(0100) 0.026
p(10) 0.380 p(0101) 0.316
p(11) 0.077 p(0110) 0.031

p(0111) 0.005
r = 2 p(000) 0.118 p(1000) 0.049

p(001) 0.046 p(1001) 0.000
p(010) 0.347 p(1010) 0.293
p(011) 0.032 p(1011) 0.036
p(100) 0.046 p(1100) 0.022
p(101) 0.334 p(1101) 0.011
p(110) 0.032 p(1110) 0.005
p(111) 0.045 p(1111) 0.040

relegated to disorder. Again we can attempt to understand this disorder in terms of stacking faults.
One possible break down is to say that the simple cycle 1011 → 0111 → 1110 → 1101 is a deforma-
tion fault and assign to each arc the same weight. This can be done if each is given the weight 0.005.
We might then want to identify the cycle 1011 → 0110 → 1101 as a growth fault, and assign the
weight of 0.006 to each arc. If we then follow the cycle 1011 → 0110 → 1100 → 1000 → 0001 → 0010
this appears to be a deformation fault, with each arc bearing a weight of approximately 0.022. We
can finally round out the faults by taking the cycle 0100 → 1000 → 0001 → 0010 as a deformation
fault with each arc taking a weight of about 0.026. This is a consistent breakdown of the graph into
crystalline and faulted cycles, but it is not the only possible such decomposition.

We could, for instance, take the position that there is no (single) deformation fault on the upper
part of the graph by instead treating the cycle 1011 → 0111 → 1110 → 1100 → 1000 → 0001 → 0010
as a fault in its own right. One can find a logically consistent distribution of stacking faults under
this assumption that differs from the previous analysis. We then are faced with a situation of a
single graph giving rise to two different faulting configurations, and should well question the validity
and usefulness of the fault picture. It seems rather that the graph is the thing, being concise and
unique at each r. It is perhaps not as intuitive as thinking of a crystal permeated with a certain
fraction of stacking ‘errors’, but it is unambiguous. We consider this no mere semantic quibble
either. Where the faulting picture becomes less tenable as the fraction of stacking faults increases,
the graphical picture seamlessly handles any amount of disorder, from a near perfect crystal to
complete randomness and everything in between. Indeed, the graph, or ε-machine, provides the
minimum structure needed to specify the statistics of the stacking. In short, it is the answer. Our
interpretation of the graph is then a matter of convenience and perhaps psychology, but a description
of disordered structures based on ‘faultology’ is not fundamental.

This point can be made more quantitative by a careful treatment of our procedure for assigning
stacking faults. It is always possible to break down an infinite sequence generated by de Bruijn
graph into a sequence of simple cycles. This decomposition however is not unique. Since a simple
cycle is just the indefinite repetition of a finite length sequence, we see that this just corresponds
to some crystal structure. A graph, of course, may have more that one simple cycle. If there are
two such cycles sharing, say, a node, and the conditional probability to branch at this node strongly
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Figure 9.10: The r = 3 machine for diffraction pattern SK230.
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Qs(n) vs. n for Experimental Data SK230

n

Q
s
(n

)

50454035302520151050

1

0.8

0.6

0.4

0.2

0

Figure 9.11: Qs(n) vs. n for Experimental Data SK230 (solid line) and the r = 3 approximation (dashed
line).
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Figure 9.12: The diffraction pattern for Experimental Data SK230 and the r = 3 approximation.
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Table 9.6: Computational Results for the r = 0, 1, 2 and 3 approximations to experimental data SK230.

System Language Type r hµ G Cµ E T
r = 0 Approximation SFT 0 0.998 0.002 0.000 0.000 0.000
r = 1 Approximation SFT 1 0.779 0.221 0.995 0.216 0.22
r = 2 Approximation SFT 2 0.577 0.423 1.774 0.620 0.82
r = 3 Approximation SFT 3 0.487 0.513 2.41 0.945 1.51

Table 9.7: Resolution of arc weights into crystal structures and faulting structures for experimental data.
We see that most spectra can not be thought of profitably in this way as it is not possible to resolve a large
portion of the arc weights.

Spectrum 3C Weight 2H Weight Other Known Weight Unresolved Weight
SK229 0.041 0.822 0.137 0.000
SK230 0.106 0.586 0.000 0.308
SK231 0.407 0.128 0.000 0.445
SK232 0.445 0.000 0.000 0.555
SK134 0.080 0.644 0.000 0.276
SK135 0.541 0.000 0.000 0.459
SK137 0.440 0.058 0.000 0.502

favors taking one of the simple cycles, then a reasonable picture is that the oft-taken branch is the
‘parent’ crystal structure and less-taken branch is the faulting. An important point here is that both
the crystal structure and the fault can be thought of as simple cycles. This picture works well in
this simple case. Even in the presence of a strongly favored simple cycle and a few much weaker,
non-intersecting simple cycles, the view makes sense. But we are lead to ask how many possible
simple cycles are there on a rth-order de Bruijn graph. In general this is not known, but it is thought
to grow as the exponential of an exponential in r [68]. Table 2.2 shows the number of simple cycles
on a de Bruijn graph of range r. Since it takes only 2r parameters to specify all the probability
weights on a graph, we see that there are usually many more simple cycles the free parameters. This
means that, for a given structure as specified by the 2r parameters of a de Bruijn graph, there are
on the order of 3r × 2f(r) simple cycles, where f(r) = 2r−1 − r [68]. The problem of relating the
probability weights on a graph to the frequency of simple cycles is then under-determined. There
are, in general, infinitely many decompositions. In this light, any such decomposition becomes
dubious unless there are enough vanishing arcs to uniquely specify the simple cycle decomposition.
We find in the reconstructed ε-machines of the seven spectra we have analyzed, that only the the
first, SK229, admits a reasonable decomposition into simple cycles. For the other six, decomposition
into simple cycles is not unique, and we maintain, not useful. Table 9.7 shows how each spectrum
can be broken down into 3C and 2H structure, along with contributions from other known cycles
and finally probability weights to which we cannot meaningfully assign either a faulting or crystal
structure. For the spectrum SK232 for instance, we find that a full 55% of the probability weight
can not be meaningfully assigned to either some crystal or specific fault. The faulting picture has
failed.

Lastly, we compare the diffraction pattern and correlation functions generated by our r = 3
reconstructed machine with experiment. In Figure 9.11 we see good agreement with experiment in
the Qs(n) up to about n = 10, and thereafter the magnitude of the oscillations in the experimental
Qs(n) is underrepresented in the machine generated Qs(n). From our experience with fake data,
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Figure 9.13: The uncorrected single crystal diffractometer reading along the 10.l reciprocal lattice row after
annealing a 2H ZnS crystal at 600 C for one hour. SK231 experimental data.

a likely cause is undiscovered computation in the process. Such order might be manifest in higher
r diagrams. Indeed there is speculation that the transformation to the 6H structure (111000)∗ is
important in annealed crystals. In order to detect competition between the 3C and 6H structures
it is important that there be a ‘barrier’ between them, that is their cycles must not share a node.
For r = 3, they share the 111 node; so, by construction, the proposed process lacks the necessary
richness to model this. There is such a barrier in r = 4 graph, as seen in §7.1, 7.2, and we have hopes
that the competition between these polytypes can be detected there. That is, however, beyond the
scope of this current work. In Figure 9.12, we observe that the agreement between the experimental
diffraction pattern and the diffraction pattern from the r = 3 approximation to it is less than
satisfactory. Again, smeared out peaks is what we expect if the process does not contain sufficient
structure to model the computation present.

9.3 Machine Reconstruction from Experimental Diffraction
Pattern SK231

In Figure 9.13 we see the diffraction pattern along the 10.l row for a ZnS crystal annealed at 600
C for one hour and Figure 9.14 shows this same pattern after correcting for C(l). This pattern also
suffers from a lack of periodicity in l although the symmetry present leads us to hope that the gradual
falling off of intensity is not too great over either the interval −1.0 ≤ l ≤ 0.0 or 0.0 ≤ l ≤ 1.0. Indeed,
the figures of merit over the former interval are rather good, being Qs(n) = 0.000, γ = −0.500, and
β = 1.024. The first few correlation functions found by integration over this interval are given in
Table 9.8. We notice that these first few Qs, save those at n = 1, are confined to a rather narrow
interval of 0.244 ≤Q≤ 0.487. Compared with previous patterns, this one doesn’t seem to have as
much variation, the Qs having more in common with a random number generator. We might guess
that the original 2H structure is largely obliterated, and in fact the total weight assigned to the
1010 and 0101 arc is 14.8%. This is not much more than one sees in a random number generator
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Figure 9.14: The diffraction pattern for Experimental Data SK231 corrected for C(l).

Table 9.8: The first few Qs for experimental data SK231.

n Qc(n) Qr(n) Qs(n)
1 0.502 0.498 0.000
2 0.324 0.304 0.373
3 0.255 0.260 0.485
4 0.373 0.369 0.258
5 0.385 0.348 0.267
6 0.244 0.269 0.487

(12.5%). The machine reconstruction results are displayed in Table 9.9 and the r = 3 machine is in
Figure 9.16. We see that no arcs are missing.

There is enhancement in the ferromagnetic arcs, p(1111) = 0.193 and p(0000) = 0.214. These
are by a factor of about two and one-half the most prominent arcs on the graph. Since they have
nearly the same weight, this crystal is referred to as a twinned crystal.

While the figures of merit are excellent for this spectrum, the fitness function is not nearly as
small as for the previous two spectra. We get a value of F = 2.52 × 10−4 for SK231, which is
one hundred times the F of SK229 and twenty times the F value of SK230. It is near the fitness
we found for the noisy period two and the even system. Recall that neither of these systems is
describable as a finite memory process, so we expect the fitness at r = 3 not to be good. Looking
at the comparison between the experimental Qs(n) and the r = 3 generated Qs(n) in Figure 9.17,
we see that their agreement only extends out to about n ≈ 8 or 9. After that the r = 3 generated
Qs(n) decay to the asymptotic value too quickly. Looking at the comparison between the diffraction
patterns in Figure 9.18 we observe that the peaks at l = − 2

3 and − 1
3 are underrepresented by the

r = 3 approximate process. The peak at l = − 1
2 is too broad in the r = 3 generated diffraction

pattern. We also notice that at r = 3, the value for the entropy production per layer remains large
at hµ = 0.785. All of these facts together imply that there is important computation not being
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Qs(n) vs. n for the Experimental Data SK231
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Figure 9.15: Qs(n) vs. n for Experimental Data SK231. We use l0 = −1.000 and get a value of γ = −0.500
and β = 1.024. We find a correlation length of λq = 6.8 ± 1.7 over the first twenty n.

Table 9.9: Machine reconstruction results for the experimental diffraction pattern SK231. We find a fitness
of F = 2.52 × 10−4 for the r = 3 solution.

r = 0 p(0) 0.498 r = 3 p(0000) 0.214
p(1) 0.502 p(0001) 0.041

p(0010) 0.056
r = 1 p(00) 0.324 p(0011) 0.011

p(01) 0.186 p(0100) 0.038
p(10) 0.186 p(0101) 0.084
p(11) 0.304 p(0110) 0.040

p(0111) 0.028
r = 2 p(000) 0.251 p(1000) 0.043

p(001) 0.072 p(1001) 0.024
p(010) 0.116 p(1010) 0.064
p(011) 0.071 p(1011) 0.057
p(100) 0.072 p(1100) 0.029
p(101) 0.114 p(1101) 0.040
p(110) 0.071 p(1110) 0.036
p(111) 0.233 p(1111) 0.193
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Figure 9.16: The r = 3 machine for diffraction pattern SK231.
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Qs(n) vs. n for Experimental Data SK231
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Figure 9.17: Qs(n) vs. n for Experimental Data SK231 (solid line) and the r = 3 approximation (dashed
line).
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Figure 9.18: The diffraction pattern for Experimental Data SK231 and the r = 3 approximation.
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Table 9.10: Computational results for the r = 0, 1, 2 and 3 approximations to experimental data SK231.

System Language Type r hµ G Cµ E T
r = 0 Approximation SFT 0 1.000 0.000 0.000 0.000 0.000
r = 1 Approximation SFT 1 0.952 0.048 1.000 0.048 0.048
r = 2 Approximation SFT 2 0.844 0.156 1.953 0.265 0.373
r = 3 Approximation SFT 3 0.785 0.215 2.804 0.449 0.747

Diffraction Pattern for Experimental Data from SK232
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Figure 9.19: The uncorrected single crystal diffractometer reading along the 10.l reciprocal lattice row after
annealing a 2H ZnS crystal at 700 C for one hour. SK232 experimental data.

modeled well in the r = 3 approximation. We can only speculate as to what this missing structure
is. It seems likely that there is competition between the 3C and the 6H structures present, which
can not effectively be modeled in an r = 3 graph.

9.4 Machine Reconstruction from Experimental Diffraction

Pattern SK232

We show the diffraction pattern along the 10.l row for a ZnS crystal annealed at 700 C for one hour
in Figure 9.19 and this same pattern corrected for C(l) in Figure 9.20. As before, the corrected
diffraction pattern is not periodic in l. We find reasonable figures of merit, however by integrating
over the interval −0.72 ≤ l ≤ 0.28. They are, Qs(1) = 0.014, γ = −0.480 and β = 0.966. The first
few correlation functions are shown in Table 9.11. A plot of Qs(n) vs. n is given in Figure 9.21 and
we find a correlation length for the Q’s to be λq = 9.2± 1.6 considering the first twenty-eight layers.

The results for machine reconstruction are displayed in Table 9.12. We get a fitness of F =
2.70×10−5 for the r = 3 solution. The graph for the r = 3 approximation is shown in Figure 9.22. We
notice that the ferromagnetic arcs are of about equal probability and together comprise about 45% of
the probability weight, making this another disordered twinned crystal. The remaining probability
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Figure 9.20: The diffraction pattern for Experimental Data SK232 corrected for C(l).

Table 9.11: The first few Qs for experimental data SK232 found by integration over the interval −0.72 ≤
l ≤ 0.28.

n Qc(n) Qr(n) Qs(n)
1 0.542 0.445 0.014
2 0.289 0.406 0.305
3 0.274 0.211 0.515
4 0.388 0.387 0.225
5 0.358 0.397 0.245
6 0.260 0.214 0.526
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Qs(n) vs. n for the Experimental Data SK232
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Figure 9.21: Qs(n) vs. n for Experimental Data SK232. We use l0 = −0.720 and get a value of γ = −0.480
and β = 0.966. We find a correlation length of λq = 9.2 ± 1.6 over the first twenty-eight n.

Table 9.12: Machine reconstruction results for the experimental diffraction pattern SK232. We find a fitness
of F = 2.70 × 10−5 for the r = 3 solution.

r = 0 p(0) 0.451 r = 3 p(0000) 0.183
p(1) 0.549 p(0001) 0.030

p(0010) 0.061
r = 1 p(00) 0.289 p(0011) 0.014

p(01) 0.152 p(0100) 0.008
p(10) 0.152 p(0101) 0.051
p(11) 0.406 p(0110) 0.048

p(0111) 0.045
r = 2 p(000) 0.210 p(1000) 0.030

p(001) 0.080 p(1001) 0.046
p(010) 0.052 p(1010) 0.000
p(011) 0.100 p(1011) 0.081
p(100) 0.080 p(1100) 0.068
p(101) 0.073 p(1101) 0.030
p(110) 0.100 p(1110) 0.046
p(111) 0.305 p(1111) 0.262
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Figure 9.22: The r = 3 machine for diffraction pattern SK232.
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Qs(n) vs. n for Experimental Data SK232
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Figure 9.23: Qs(n) vs. n for Experimental Data SK232 (solid line) and the r = 3 approximation (dashed
line).

Table 9.13: Computational Results for the r = 0, 1, 2 and 3 approximations to experimental data SK232.

System Language Type r hµ G Cµ E T
r = 0 Approximation SFT 0 0.993 0.007 0.000 0.000 0.000
r = 1 Approximation SFT 1 0.882 0.118 0.990 0.108 0.108
r = 2 Approximation SFT 2 0.866 0.134 1.872 0.140 0.156
r = 3 Approximation SFT 3 0.644 0.356 2.726 0.793 1.451

is sprinkled among the other thirteen non-vanishing arcs in what appears to be a haphazard fashion.
Since there is no unique decomposition into faults, and no obviously important “minor” arcs present,
we do not attempt to identify a particular faulting mechanism here. Sebastian and Krishna [61]
report that the major mechanism is deformation. It is interesting to note that the only vanishing
arc in the graph is the 1010 arc. Since this began as a 2H crystal, we see that the annealing process
has wiped out the original structure. It therefore seems ill-conceived to think of this as a faulted 2H
crystal. It is simply a highly disordered one, with hµ = 0.644, that has some sections showing 3C
structure.

The plot of Qs(n) vs. n for both the experimental data and the r = 3 process are shown in
Figure 9.23. We notice that they begin to disagree as early as n = 7, but the disagreement doesn’t
become too bad until about n = 18. For smaller n, the Qs(n) overestimate the correlations and after
n = 18 they underestimate it. This is novel, since in the previous examples the correlation functions
derived from approximation did one or the other. Examining the experimental and theoretical
diffraction patterns in Figure 9.24 we see that the r = 3 approximation has difficulty reproducing
the sharpness of the reflection peaks at l = − 1

2 and − 1
3 . It seems likely that there exists undiscovered

structure in the natural process that the r = 3 approximation is not picking up.
Finally, the computational results for the r = 0, 1, 2 and 3 approximations is displayed in Ta-

ble 9.13.
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Figure 9.24: The diffraction pattern for Experimental Data SK232 and the r = 3 approximation.

9.5 Machine Reconstruction from Experimental Diffraction

Pattern SK134

Figure 9.25 shows the diffraction pattern along the 10.l row of a ZnS crystal obtained from annealing
a perfect 2H crystal at 300 C for one hour. The same diffraction pattern is shown in Figure 9.26
after correcting for C(l). Like the other diffraction patterns from this series, there is no strict
periodicity in l but rather a slow degradation in the intensity as one moves from left to right across
the spectrum. We use the same standard criteria to help select a unit interval to analyze, and we
find that integration over the interval 0.04 ≤ l 1.04 gives the figures of merit to be Qs(1) = −0.006,
γ = −0.509, and β = 0.948. The first few correlation functions are shown in Table 9.14 and a plot of
Qs(n) vs. n is shown in Figure 9.27. The correlation functions show large and roughly equal values
for the Qc(n), Qr(n) for n odd, suggesting that this crystal retains much of its original 2H character.
Indeed, examining the machine reconstruction results in Table 9.15 we see that arcs 0101 and 1010
together comprise 65.5.% of the probability weight for the total graph. The fitness for this machine
reconstruction is F = 5.25× 10−5. We find a correlation length of λq = 9.5± 0.5 over the first forty
layers.

In most respects we see that this spectrum is much like SK230. Both began as perfect 2H crystals
and have been annealed at 300 C for one hour. Both retain much of their much original 2H structure,
(60.9% and 65.5% respectively) and have similar correlation lengths (8.4 and 9.5 respectively). The
rate of entropy production per layer is similar (hµ = 0.487 and 0.501 respectively). This speaks well
of the consistency of our technique.

Figure 9.29 shows a comparison of the Qs(n) obtained from the experimental diffraction pattern
and that obtained from the r = 3 approximation. Differences become apparent around n ≈ 16, with
the approximate machine underestimating the correlations for larger n. This is behavior similar to
that which we saw in SK230, except there the disagreement began at at n ≈ 10. Sebastian and
Krishna [61] attribute the disorder in both cases to deformation faulting, but in this present case
they give a specific probability for this faulting, namely 5%. They arrive at this value by considering
in some detail the change in the shape, placement, etc of the peaks. They examine several candidate
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Diffraction Pattern for Experimental Data from SK134
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Figure 9.25: The uncorrected single crystal diffractometer reading along the 10.l reciprocal lattice row after
annealing a perfect 2H ZnS crystal at 300 C for one hour. SK134 experimental data.
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Figure 9.26: The diffraction pattern for Experimental Data SK134 corrected for C(l).
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Table 9.14: The first few Qs for experimental data SK134 found by integration over the interval 0.04 ≤ l ≤
1.04.

n Qc(n) Qr(n) Qs(n)
1 0.502 0.504 -0.006
2 0.077 0.133 0.790
3 0.475 0.408 0.117
4 0.093 0.197 0.710
5 0.478 0.402 0.120
6 0.116 0.211 0.673

Qs(n) vs. n for the Experimental Data SK134
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Figure 9.27: Qs(n) vs. n for Experimental Data SK134. We use l0 = 0.040 and get a value of γ = −0.509
and β = 0.948. We find a correlation length of λq = 9.5 ± 0.5 over the first forty n.
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Table 9.15: Machine reconstruction results for the experimental diffraction pattern SK134. We find a fitness
of F = 5.25 × 10−5 for the r = 3 solution.

r = 0 p(0) 0.501 r = 3 p(0000) 0.039
p(1) 0.499 p(0001) 0.004

p(0010) 0.029
r = 1 p(00) 0.077 p(0011) 0.000

p(01) 0.395 p(0100) 0.017
p(10) 0.395 p(0101) 0.332
p(11) 0.133 p(0110) 0.012

p(0111) 0.036
r = 2 p(000) 0.042 p(1000) 0.004

p(001) 0.035 p(1001) 0.027
p(010) 0.337 p(1010) 0.322
p(011) 0.058 p(1011) 0.048
p(100) 0.035 p(1100) 0.016
p(101) 0.360 p(1101) 0.039
p(110) 0.058 p(1110) 0.036
p(111) 0.075 p(1111) 0.041

Table 9.16: Computational results for the r = 0, 1, 2 and 3 approximations to experimental data SK134.

System Language Type r hµ G Cµ E T
r = 0 Approximation SFT 0 1.000 0.000 0.000 0.000 0.000
r = 1 Approximation SFT 1 0.733 0.267 0.998 0.265 0.265
r = 2 Approximation SFT 2 0.617 0.383 1.732 0.498 0.614
r = 3 Approximation SFT 3 0.501 0.499 2.256 0.753 1.068
Fault Approximation SFT 3 0.250 0.750 1.768 1.018 1.377
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Figure 9.28: The r = 3 machine for diffraction pattern SK134.
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Qs(n) vs. n for Experimental Data SK134
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Figure 9.29: Qs(n) vs. n for Experimental Data SK134 (solid line) and the r = 3 approximation (dashed
line).
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Figure 9.30: Qs(n) vs. n for Experimental Data SK134 (solid line) and the fault model (dashed line).
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Experimental Diffraction Pattern from SK134
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Figure 9.31: The diffraction pattern for Experimental Data SK134 (solid line) and the r = 3 approximation
(dashed line).
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Figure 9.32: The diffraction pattern for Experimental Data SK134 (solid line) and the fault model (dashed
line).
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Figure 9.33: The uncorrected single crystal diffractometer reading along the 10.l reciprocal lattice row after
annealing a 2H ZnS crystal at 500 C for one hour. SK135 experimental data.

faulting structures and find this deformation faulting most consistent with the observed spectrum.
We can take their faulting mechanism and express it as an arc weighted de Bruijn graph (see §8.2.2)
and find the Qs(n) to compare with experiment. This is shown in Figure 9.30. We notice that
they reproduce the correlation functions well for n ≥ 15, but overestimate them for smaller n. We
can also compare the resulting diffraction patterns. Figure 9.31 shows the experimental diffraction
pattern and our r = 3 approximation to it. We notice that the peak at l = 1

2 seems well represented
in shape and placement by the r = 3 approximation, except that it lacks a little in intensity at
the strongest peak. The peak at l = 1 is reasonably well reproduced by the r = 3 approximation,
but it is not as sharp as the experimental peak. The diffuse scattering is also in fair agreement,
although clearly we miss the small rise in the spectrum at l = 2

3 . The enhancement of scattering in
the vicinity of l = m

6 with m an integer is usually attributed to some 6H structure, which as we have
already commented, can not be well represented by an r = 3 graph in the presence of 3C structure.
Examining Figure 9.32, we see the comparison of the 5% deformation fault model with experiment.
The model also reproduces the peaks well, doing an excellent job at l = 1. It does however, miss
the small rise in intensity at l = 1

3 and 2
3 . We should not be surprised at this, as Sebastian and

Krishna have made no attempt to build in the necessary structure into their model to account for
this scattering.

Lastly we can compare measures of computation between the two approximations as shown in
Table 9.16. We see that the two models differ by a factor of two in the rate of entropy production
per layer, with the faulting model having the lesser rate.

9.6 Machine Reconstruction from Experimental Diffraction

Pattern SK135

The uncorrected diffraction pattern along the 10.l row for a ZnS crystal obtained by annealing a 2H
crystal for one hour at 500 C is shown in Figure 9.33. The Sebastian and Krishna [61] report this
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Diffraction Pattern for Experimental Data from SK135
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Figure 9.34: The corrected diffraction pattern for Experimental Data SK135.

Table 9.17: The first few Qs for experimental data SK135.

n Qc(n) Qr(n) Qs(n)
1 0.475 0.523 0.002
2 0.376 0.395 0.229
3 0.228 0.139 0.633
4 0.401 0.480 0.120
5 0.355 0.354 0.291
6 0.283 0.198 0.519

as a disordered 3C crystal, due to the presence of asymmetrically broaden peaks and the absence of
peak shifts. This same diffraction pattern corrected for C(l) is shown in Figure 9.34. Again there
is no strict periodicity in the spectrum which we attribute to experimental error. Employing our
criteria for selecting a suitable interval to analyze, we find that the interval −0.80 ≤ l ≤ 0.20 gives
figures of merit to be Qs(1) = 0.002, γ = −0.498 and β = 0.932. Using this interval, we find the
correlation functions and the first few of them are shown in Table 9.17. Since Qc(3) ≈ 0.23 6= 0.5,
and Qr(3) ≈ 0.14 6= 0.5, we expect that the original 2H structure has largely been eliminated. A
plot of Qs(n) vs. n for this data is given in Figure 9.35. We find a correlation length for this crystal
to be λq = 4.4 ± 0.7.

Examining the r = 3 machine reconstruction results for this process in Table 9.18 we see that
the antiferromagnetic arcs (0101 and 1010) have a relatively small combined weight of only about
4%. In fact, the probability weight for the 0101 arc is zero. So our original suspicion that the 2H
structure has largely been eliminated proves correct. In its place we see large ferromagnetic arcs of
nearly equal weight occupying a total of 54% of the weight on the graph. So we agree with Sebastian
and Krishna that this is a disordered, twinned crystal. In addition to the 0101 arc, we also find
the 1001 and 0010 arcs missing. Looking at the r = 3 graph in Figure 9.36, this implies that the
twinning fault mechanism is important, as Sebastian and Krishna found, but also the remnant of the
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Qs(n) vs. n for the Experimental Data SK135
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Figure 9.35: Qs(n) vs. n for Experimental Data SK135. We use l0 = −0.800 and get a value of γ = −0.498
and β = 0.932. Using the first twenty n, we find a correlation length of λq = 4.4 ± 0.7.

Table 9.18: Machine reconstruction results for the experimental diffraction pattern SK135. We find a fitness
F = 4.3 × 10−5.

r = 0 p(0) 0.524 r = 3 p(0000) 0.278
p(1) 0.476 p(0001) 0.050

p(0010) 0.000
r = 1 p(00) 0.376 p(0011) 0.048

p(01) 0.114 p(0100) 0.037
p(10) 0.114 p(0101) 0.000
p(11) 0.395 p(0110) 0.027

p(0111) 0.051
r = 2 p(000) 0.322 p(1000) 0.051

p(001) 0.054 p(1001) 0.000
p(010) 0.030 p(1010) 0.037
p(011) 0.084 p(1011) 0.030
p(100) 0.054 p(1100) 0.015
p(101) 0.060 p(1101) 0.068
p(110) 0.084 p(1110) 0.049
p(111) 0.311 p(1111) 0.263
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Table 9.19: Computational results for the r = 0, 1, 2 and 3 approximations to experimental data SK135.

System Language Type r hµ G Cµ E T
r = 0 Approximation SFT 0 0.998 0.002 0.000 0.000 0.000
r = 1 Approximation SFT 1 0.775 0.225 0.999 0.224 0.224
r = 2 Approximation SFT 2 0.727 0.273 1.775 0.320 0.367
r = 3 Approximation SFT 3 0.590 0.410 2.478 0.705 1.112
Fault Approximation SFT 1 0.529 0.471 1.000 0.471 0.471

1010 arc has some role. Instead of faulting ...1111|0000... where the vertical line indicates the fault
plane, we see that the path ...1111|01000... has nearly twice as much probability weight associated
with it. In the lower portion of the graph, we see that twinned faulting is largely responsible for the
(0)∗ fcc cycle converting to the (1)∗ fcc cycle and we also observe that double deformation faulting
important. Perhaps it is interesting to mention that, while a modular layer of ZnS has spin inversion
symmetry [72] and thus the one-dimensional Hamiltonian describing the energetics of the stacking is
also spin invariant, in general these graphs are not spin inverse invariant. That is, the probability of
seeing a word and its spin inverse is not the same. By spin inverse, of course we mean just flipping
all the spins in a word, ie 1101 → 0010. There is of course no reason why we should expect spin
inversion; after all, then one could never have a crystal of purely one fcc structure or the other. We
note that the fault picture always assumes spin inversion symmetry. Sebastian and Krishna (1994)
attribute the faulting to the mechanism of twinned faulting and assign a probability of 12% for this
to occur.

Examining the Qs(n) derived from experiment with those found from the r = 3 machine in
Figure 9.37, we find reasonable agreement up to n ≈ 15, and slight deviations thereafter. Looking
at the Qs(n) found from the faulting picture and comparing it with experimentally derived ones,
Figure 9.38, we find that the fault picture reproduces the general form of the plot, but overestimates
the magnitude of the oscillations. We can further examine the diffraction patterns. In Figure 9.39,
the diffraction pattern found from the r = 3 approximation is compared with experiment. We see
a reasonable fit, except perhaps at a shoulder in the experimental spectrum at l = −0.6 and the
small rise at l = −0.16. We can speculate that there is some minor competition between the 3C and
6H cycles that is not being well modeled here. Comparison of the fault derived diffraction pattern
with that from experiment, Figure 9.40, reveals good agreement with the peak at l = − 1

3 and fair
agreement with the one at l = − 2

3 . However, the diffuse scattering between peaks is not at all well
represented. Additionally, the small rise in diffuse scattering at l = ± 1

6 is likewise absent in the
fault model diffraction pattern.

The computational results for the various machine approximations to the process generating the
diffraction pattern SK135 are shown in Table 9.19. While the fault approximation has a similar but
slightly lower rate of entropy production per layer as compared to the r = 3 approximation, the other
measures of computation are uniformly lower. This seems to indicate that the fault approximation
is missing some important computational aspects of the stacking.

9.7 Machine Reconstruction from Experimental Diffraction
Pattern SK137

The last experimental spectrum we analyze is show in Figure 9.41. The intensity versus l in reciprocal
space for the 10.l row of an as grown crystal is shown. This same diffraction pattern corrected for C(l)
is shown in Figure 9.42. We see that the spectrum again is not strictly periodic in l, so we need to
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Figure 9.36: The r = 3 machine for diffraction pattern SK135.
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Qs(n) vs. n for Experimental Data SK135
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Figure 9.37: Qs(n) vs. n for Experimental Data SK135 (solid line) and the r = 3 approximation (dashed
line).

Qs(n) vs. n for Experimental Data SK135

n

Q
s
(n

)

50454035302520151050

1

0.8

0.6

0.4

0.2

0

Figure 9.38: Qs(n) vs. n for Experimental Data SK135 (solid line) and the fault approximation (dashed
line).
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Experimental Diffraction Pattern from SK135

l

In
te

n
si

ty
in

a
rb

.
u
n
it
s

0.20.10-0.1-0.2-0.3-0.4-0.5-0.6-0.7-0.8

7

6

5

4

3

2

1

0

Figure 9.39: The diffraction pattern for Experimental Data SK135 (solid line) and the r = 3 approximation
(dashed line).
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Figure 9.40: The diffraction pattern for Experimental Data SK135 (solid line) and the fault approximation
(dashed line).
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Diffraction Pattern for Experimental Data from SK137
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Figure 9.41: he uncorrected diffraction pattern for Experimental Data SK137.

Table 9.20: The first few Qs for experimental data SK137.

n Qc(n) Qr(n) Qs(n)
1 0.484 0.506 0.010
2 0.338 0.324 0.339
3 0.230 0.245 0.525
4 0.386 0.386 0.228
5 0.377 0.367 0.255
6 0.231 0.246 0.523

choose an interval which gives the best figures of merit. We find this interval to be −0.80 ≤ l ≤ 0.20,
and the figures of merit turn out to be Qs(1) = 0.010, γ = −0.485 and β = 0.982. The first few
correlation functions are tabulated in Table 9.20 and a graph of Qs(n) vs. n is shown in Table 9.43.
We find a correlation length of λq = 12± 3.

Machine reconstruction results can be found in Table 9.21 and the the r = 3 machine is displayed
in Figure 9.44. Sebastian and Krishna [61] report this as a disordered 3C crystal, which we can
confirm, as the ferromagnetic arcs consume about 44% of the weight in the graph. The faulting
mechanism is not so clear. There is only one forbidden word, 0011, and the remaining words,
save 1101, all appear at about the 3% to 9% level. We will not attempt a fault analysis since it
certainly is not unique and most faulting mechanisms seem to play at least some role. Sebastian
and Krishna [61] report that this crystal is well described by a random distribution of twin faults
with a 6.8% of occurrence.

A comparison of the Qs(n) derived from experiment and the Qs(n) obtained from the r = 3
reconstructed machine is shown in Figure 9.45. There is reasonable agreement until about n ≈ 10,
after which the reconstructed results fall off to the asymptotic value too soon. For n between 10 and
40, the Qs(n) from the r = 3 approximate machine only weakly echo the oscillations in Qs(n) from
experiment. This provides a hint that there is significant computation missing at r = 3. The fault
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Figure 9.42: The corrected diffraction pattern for Experimental Data SK137.

Qs(n) vs. n for the Experimental Data SK137
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Figure 9.43: Qs(n) vs. n for Experimental Data SK137. We use l0 = −0.800 and get a value of γ = −0.485
and β = 0.982. We find a correlation length of λq = 12 ± 3.
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Figure 9.44: The r = 3 machine for diffraction pattern SK137.
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Table 9.21: Machine reconstruction results for the experimental diffraction pattern SK137. We find
a fitness F = 8.2 × 10−6.

r = 0 p(0) 0.511 r = 3 p(0000) 0.225
p(1) 0.489 p(0001) 0.042

p(0010) 0.072
r = 1 p(00) 0.338 p(0011) 0.000

p(01) 0.170 p(0100) 0.014
p(10) 0.170 p(0101) 0.088
p(11) 0.324 p(0110) 0.025

p(0111) 0.044
r = 2 p(000) 0.267 p(1000) 0.042

p(001) 0.071 p(1001) 0.029
p(010) 0.103 p(1010) 0.029
p(011) 0.066 p(1011) 0.068
p(100) 0.071 p(1100) 0.057
p(101) 0.098 p(1101) 0.008
p(110) 0.066 p(1110) 0.043
p(111) 0.258 p(1111) 0.215

Qs(n) vs. n for Experimental Data SK137
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Figure 9.45: Qs(n) vs. n for Experimental Data SK137 (solid line) and the r = 3 approximation (dashed
line).
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Qs(n) vs. n for Experimental Data SK137
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Figure 9.46: Qs(n) vs. n for Experimental Data SK137 (solid line) and the fault approximation (dashed
line).

Table 9.22: Computational results for the r = 0, 1, 2 and 3 approximations to experimental data SK137.

System Language Type r hµ G Cµ E T
r = 0 Approximation SFT 0 1.000 0.000 0.000 0.000 0.000
r = 1 Approximation SFT 1 0.924 0.076 1.000 0.076 0.076
r = 2 Approximation SFT 2 0.816 0.184 1.922 0.291 0.398
r = 3 Approximation SFT 3 0.651 0.349 2.744 0.792 1.408
Fault Approximation SFT 1 0.359 0.641 1.000 0.641 0.641

model with a 6.8% twinned fault probability fares worse. It over estimates the magnitude of the
oscillations in the Qs(n) significantly for n ≤ 50. This simple model (it can after all be expressed as
an r = 1 machine), seems to insert too much correlation into the Qs(n). A comparison of diffraction
patterns is also possible. For the r = 3 reconstruction, Figure 9.47 compares the diffraction pattern
with the experimental one. The diffuse scattering is well represented, but the two peaks at l = − 2

3
and − 1

3 lack sharpness. Comparing the diffraction pattern generated from the fault model with
experiment as shown in Figure 9.48, we see that the peaks are reasonably well reproduced but the
diffuse scattering is almost completely absent in the fault model. The rise in intensity at l = − 1

2 is
also missing in the fault model.

Table 9.22 shows the computational quantities for the various r approximations and the fault
model. The fault model misses much of the complexity present, as measured by Cµ and E. It is
likely that neither the r = 3 approximation or the fault approximation is modeling the computation
present very well, but clearly the fault picture falls far shorter of representing reality here.
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Figure 9.47: The diffraction pattern for Experimental Data SK137 and the r = 3 approximation.
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Figure 9.48: The diffraction pattern for Experimental Data SK137 and the fault approximation.
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9.8 Configurational Energies of Polytypes

Now that we have a statistical model for the stacking of the layers, we can calculate physical
parameters that depend on this stacking. One such quantity amenable to calculation is the difference
in the configurational energies of the particular polytypes. Numerical calculations find that the
configurational energy depend only the nearest and the next nearest neighbors in the stacking
arrangement. Engel and Needs [22] have done a first-principles pseudopotential calculation of the
total energy of five ZnS polytypes, from which they can determine the strength of the interactions
up to the third nearest layer. The most general expression possible for inter-layer interactions up
the third nearest neighbors is given by [65]

E = E0 − J1

∑

i

sisi+1 − J2

∑

i

sisi+2 − J3

∑

i

sisi+3 − K
∑

i

sisi+1si+2si+3. (9.1)

Terms with an odd number of spins do not appear because of symmetry considerations. We take
the si = ±1 here. Engel and Needs [22] have found that

J1 = 0.00187 eV per ZnS pair, J3 negligible,
J2 = −0.00008 eV per ZnS pair, K negligible.

Let us rewrite equation 9.1 in terms of the energy per ZnS pair, and take the zero of the energy such
that E0 = 0. We have then,

Ẽ = −J1〈sisi+1〉 − J2〈sisi+2〉, (9.2)

where 〈. . .〉 means the expectation value of ‘ . . . ’. We can find the expectation values directly from
word probabilities,

〈sisi+1〉 = p(11) + p(00)− 2p(01), (9.3)

〈sisi+2〉 = p(111) + p(101) + p(000) + p(010)− 2p(110)− 2p(100). (9.4)

We show the configurational energy in terms of meV per ZnS pair in Table 9.23 for both the
crystalline structures considered by Engels and Needs as well as the seven disordered polytype
structures on which we have performed machine reconstruction. We see that the two of the disordered
samples, SK232 and SK135, have energies not too different from the lowest energy crystal, 3C. As
we might expect from the relative magnitudes of J1 and J2, the contribution from the J1 term
completely dominates the energy.

This is one example of a quantity that can be calculated once the statistical nature of the
stacking is known. It is obviously desirable to calculate other measurable, physical parameters
from the reconstructed ε-machine. Examples of such quantities would be the specific heat and the
transmission of electrons through a disordered, layered sample.
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Table 9.23: Relative configurational energies of experimental polytypes and some crystalline polytypes.
In the last column we give the history of each sample, where PC stands for perfect crystal, AG as grown
and D disordered. The configurational energies for the five crystalline polytypes were calculated from first
principles by Engels and Needs [22]. We have not encountered the 6Ha polytype structure before, its relative
stacking sequence is given by 110010. We use the energy coupling constants calculated by Engels and Needs,
J1 and J2, along with our reconstructed ε-machine for the disordered process to find the configurational
energy of the disordered structures.

System 〈sisi+1〉 〈sisi+2〉 Ẽ in meV/ZnS pair Sample History
2H -1.000 1.000 1.95 PC

SK229 -0.795 0.856 1.56 AG 2H
SK134 -0.580 0.628 1.13 D 2H, 300 C for 1h
SK230 -0.519 0.688 1.03 PC 2H, 300 C for 1h

6Ha -0.333 -0.333 0.60 PC
4H 0.000 -1.000 -0.08 PC

SK231 0.255 0.428 -0.44 2H, 600 C for 1h
SK137 0.324 0.452 -0.57 AG D 3C

6H 0.333 -0.333 -0.65 PC
SK232 0.389 0.280 -0.71 2H, 700 C for 1h
SK135 0.563 0.447 -1.02 2H, 500 C for 1h

3C 1.000 1.000 -1.79 PC



Chapter 10

Finale

Understanding disorder in three dimensions is a difficult task [76]. Physicists often resort to descrip-
tions that use correlation information, but this usually does not provide insight into the underlying
mechanisms of the disorder or indeed, even provide a detailed picture of the disorder. Recent
progress has been made, however, in the analysis and description of disorder in one-dimensional
systems. These new methods provide a detailed way to describe, classify and quantify systems both
simple, such as periodic structure, and complex. We can meaningfully discuss the entropy density
in the one-dimensional system, as well as specify quantities that describe computation and memory.
There have, however, been relatively few applications of these methods to physical systems. We
bridge this gap for the case of polytypism. Since polytypes can be treated as a one-dimensional spin
system and also have interesting physical properties not yet explained, they provide an ideal system
to explore the usefulness of these theories. From the physical side, the phenomenon of polytypism
has been known for nearly ninety years, but continues to defy theoretical explanation or, even in
the case of disordered sequences, adequate description - until now. We have demonstrated that one
can describe both the ordered and disordered stacking of polytypes using ε-machines. Further, we
have introduced a new technique that takes as input spectral information instead of the specific
sequences for machine reconstruction. Since data from physical systems often comes in this form,
we are hopeful that this will prove useful for pattern discovery elsewhere. In the process of applying
these new ideas to the old mystery of polytypism, we have given a critical examination of the concept
of faulting in polytypes. We have shown that, in the case where the faulting picture is meaningful,
ε-machines provide an equivalent description, as in SK229. But we have discredited the general fault
picture as inadequate to describe the disorder in polytypes, and have shown that ε-machines provide
a unique description, at each range of memory r, of the underlying architecture. Additionally, we
demonstrate the usefulness of the ε-machine description, in that we can calculate physical quantities
from it, such as the range of interaction between modular layers and the stacking energy. We could
also consider other quantities, such as the local density of phonon states, the specific heat and the
transmission coefficient though layered structures [35]. Indeed, any quantity that can be expressed in
statistical terms is amenable to calculation once a model of the underlying process (the ε-machine)
is known. For those that are not, a specific sample of the language can be used to numerically
calculate quantities. This has important applications in terms of, say, heterostructures. There one
is interested in how physical quantities change as the stacking rules are changed. Indeed, such het-
erostructures can be made artificially in the laboratory and understanding how the band gap changes
with the stacking rules has important consequences for semiconductor technology. It is known that
the bad gap in ZnS is sensitive to the period of the polytype [61] and that there is an anomalous
photovoltaic effect of up to several hundred volts/cm found only in disordered ZnS [21] [57] [66].

Let us now discuss our machine reconstruction results for experimental data. From the ε-machine
reconstruction procedure, we see that r = 3 captures most of the structure present. We can not rule
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out the possibility that sofic processes play a role, we can only say that 3rd-order Markov processes
seem adequate to explain much of the structure seeing we are seeing in the diffraction patterns.
However, several of the diffraction patterns, such as SK232 and SK137, suggest that we are still
missing some of the structure in our reconstructed graphs. There is theoretical and experimental
evidence to believe that new structure awaits discovery at r = 4. Indeed, coexistence of 3C and 6H
polytypes in a single sample requires a graph of a minimum memory of r = 4. As a future project,
this needs investigation. The experimental situation is still too murky to allow us to distinguish
between sofic and finite memory processes, if both produce diffuse spectra. We hope this will be
a call to experimentalists to take careful measurements of both the Bragg peaks and the diffuse
background intensity in future polytype diffraction experiments. Let us again emphasize that there
is valuable information in the diffuse scattering. We have shown in §7.2 that only fitting the peaks
in the spectrum can lead one astray in discovering the underlying pattern. Our technique uses the
whole spectrum over a unit interval in l, so that we discard no information in the spectrum. We
have also shown how one can quantify and describe the quality of the data over a unit interval in
l and use this to determine the best interval for machine reconstruction. We find the experimental
data to be fairly corrupted, in agreement with the experimentalists’ assessment. Since this is so, we
feel that this work, even though at present providing the most comprehensive description of disorder
in polytypic ZnS available, should be treated as exploratory. Again, better data is demanded for a
more thorough treatment.

So we are finding, perhaps not surprisingly, that the ‘language’ these little ZnS crystals speak
is of a particularly simple kind. Glancing back at the Chomsky hierarchy, we see that ε-machine
reconstruction as presented here involved only the lowest of the four tiers of languages. (Although,
one can define machine reconstruction for higher languages too. See [15].) And within this tier, the
simplest languages seem to suffice. Indeed, it is difficult to imagine a less sophisticated family of
processes in which we could look. Our analysis clearly implies that the effective range of interaction
in ZnS must extend at least three modular layers in contrast to the calculations of Engels and
Needs [22]. We can offer no explanation for this discrepancy, but instead hope that having a better
description of the disorder present can aid future researchers explaining why this is so.

Finally, we return to our original question and ask “Where are the atoms?” We have spent some
time and effort in trying to answer this question and it is fair to ask if we have succeeded. From
diffraction data, we have introduced a technique for both discovering and describing the stacking
rules for close-packed polytypic materials. For disordered crystals, this description is necessarily
statistical. As such, we never were able to determine the precise location of any modular layer, let
alone the atoms. Have we failed? It is known that without making the assumption of crystallinity,
the power spectrum loses information so that the exact structure can not be uniquely determined. So
it is not surprising that we have not found a particular stacking sequence for any of these polytypes.
It therefore seems that we do not know where any of the layers are. So in a strict sense, we have
failed. But let us pause and contemplate what we have learned. We know the correlation functions,
which give a statistical answer to the placement of the atoms, and we have a model of the underlying
process. But suppose we could have found the absolute position of each of the, say, one million layers,
then our conclusion would be a list one million bits long. Would this be useful? Could we then say
we understand the stacking in any sense? Certainly we would have described it unambiguously, but
what would we have gained? No, we would want to express this answer in a meaningful way such
that we can gain insight. What we would want, is a model of the process. And that is what we have.
So I suggest that we have succeeded, and better perhaps than our initial strivings would lead us to
believe. We have found a model that gives the most compact possible description of the stacking
in a statistical sense, and have inferred that model directly from experimental data with minimal
assumptions. This is the best one can hope for. And from this model, the ε-machine, many physical
properties are in principle forthcoming and it is only a matter of performing the calculations.
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Appendix A

Conjecture

We state and prove a conjecture in this section.

Conjecture 1 When a process results in two-layer correlation functions that decay to an asymptotic
value, that value is 1/3.

We begin by making some definitions. Suppose we have a sample consisting of N layers, where
the orientation of the ith layer is denoted by xi ∈ {A, B, C}. Let us define a triad of quantities fα

such that

fc(xi, xj) =

{

1 if xi is cyclically related to xj

0 otherwise
(A.1)

with fr(xi, xj) and fs(xi, xj) defined in an obviously similar way. It is clear that the following
identity must hold,

fc(xi, xj) + fr(xi, xj) + fs(xi, xj) = 1 ∀ i, j. (A.2)

Using the fs, we can define the Qs.

Qα(n) =
1

(N − n)

N−n
∑

k=1

fα(xk+n, xk) (A.3)

where α ∈ {c, r, s}. We now write the identity

1

(N − n)

N−n
∑

k=1

∑

α

fα(xk+n, xk) = 1. (A.4)

Recognizing the last term in the inner sum as Qs(n), and inserting an identity, we have

Qs(n) +
1

(N − n − 1)

N−n−1
∑

k=1

{fr(xk+n, xk)[fs(xk+n+1, xk) + fc(xk+n+1, xk)]

+fc(xk+n, xk)[fs(xk+n+1, xk) + fr(xk+n+1, xk)]} = 1.
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Regrouping terms, and summing one term, we get

Qs(n) + Qs(n + 1) +
1

(N − n − 1)

N−n−1
∑

k=1

{fr(xk+n, xk)fc(xk+n+1, xk)

+fc(xk+n, xk)fr(xk+n+1, xk)} = 1. (A.5)

Looking at the summation term in equation A.5 we see that is non-negative. Further it has a
maximum value of one. This then constrains the possible values of Qs(n)+Qs(n+1) to lie between
zero and one for all n. This holds not only for Qs(n), but for the cyclic and reverse Qs also so that
we may write

0 ≤ Qα(n) + Qα(n + 1) ≤ 1. (A.6)

For all the processes we have examined, this inequality holds.
Let us now examine the sum in equation A.5. We define a new quantity, g(xi, xj , xl), as

g(xi, xj , xl) = fr(xj , xl)fc(xi, xl) + fc(xj , xl)fr(xi, xl). (A.7)

It is easy to see that g(xi, xj , xl) may also be written as

g(xi, xj , xl) =

{

1 if xi, xj , xl are all different
0 otherwise

(A.8)

This then implies that g(xi, xj , xl) is invariant under exchange of any two of its arguments. We
write equation A.5 as

Qs(n) + Qs(n + 1) +
〈

g(xk+n+1, xk+n, xk)
〉

k
= 1 (A.9)

where the
〈

...
〉

k
indicates an average over all layers in the sample. For a fcc stacking, we see that

bigl〈g(xn+2, xn+1, xn)
〉

k
= 1 while

〈

g(xn+2, xn+1, xn)
〉

k
= 0 for the hcp stacking sequence. By

exchanging the second and third indices of g in equation A.9, and writing out the average, one can
show,

〈

g(xk+n+1, xk+n, xk)
〉

k
=

〈

fc(xk+n+1, xk+n)fc(xk+n, xk)
〉

k

+
〈

fr(xk+n+1, xk+n)fr(xk+n, xk)
〉

k
. (A.10)

Let us now specialize to the case where Qs have reached their asymptotic values, that is n � λq ,
and the layers are by definition uncorrelated. Let PX be the probability of occurrence of the layer
X , X ∈ {A, B, C}. Then Qs = P 2

A + P 2
B + P 2

C . Similarly, Qc = PAPB + PBPC + PCPA = Qr since
multiplication is commutative. We also identify 〈fα(xk+n, xk)〉 = Qα(n). Then in the asymptotic
region

〈

g(xk+n+1, xk+n, xk)
〉

k
= QcQc(1) + QrQr(1) = Qc. (A.11)

Therefore we see that 2Qs + Qc = 1 and Qs + 2Qc = 1. The solution Qc = Qr = Qs = 1/3
immediately follows.
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