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Small Deviations
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Typical fluctuations — Classical CLT
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Large Deviations

Physical properties are often  
determined by extreme rare events. (a) (c)(b)

Gaussian fluc’s
Exponential Tail

Central Limit Theorem does not  
describe this behavior.

Goal of  Large Deviation Theory

What is the asymptotic form of  the  
full probability distribution?

Solvation free energy as a rare event.

P (N
v

) ⇣ enobs

I(Nv)+o(n
obs

)

⇣
S. Vaikuntanathan et al, Proc. Natl. Acad. Sci. U.S.A. 201513659 (2016).

D. Chandler, Nature 437, 640 (2005).

denotes asymptotic equivalence

http://www.pnas.org/lookup/doi/10.1073/pnas.1513659113
http://www.nature.com/doifinder/10.1038/nature04162
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Nonequilibrium observables in small systems

Thermodynamic Quantities

Work, Heat, Entropy Production

Dynamical Observables

Activity, Current

Common theme: time additivity 
The trajectories, not configurations, are essential

class of  rare trajectories?

typical fluctuations

P (A)
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Part I: Dynamical Free Energies
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The scaled cumulant generating function

Example: Ergodic Markov Process

Perron Frobenius          unique stationary distribution  

⌦
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Long time limit determined by the maximum eigenvalue,

⇡

tilted
k (x2|x1) = e

k!x1!x2
⇡(x2|x1)“Tilted” transition matrix with:
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t
obs
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t
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D
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E dynamical observable

 !(k) = lnmax eig Ttilted
k
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Entropy production tilted operator

J. L. Lebowitz and H. Spohn, Journal of  Statistical Physics (1999).

⇡

tilted

k (xj |xi) = e

k lnwji/wij

| {z }
entropy production tilt

⇡(xj |xi) = w

k
jiw

1�k
ij ⇡(xj |xi)

!(i ! j) = ln
wji

wij

Forward Rate 

Reverse Rate w31

w13

For a single transition,

Time reversal corresponds to transposition, and we  
can read off  an entropy production fluctuation theorem

 !(k) =  !(1� k)

Application of  the tilted generator:

http://arxiv.org/pdf/cond-mat/9811220v1.pdf
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Generating functions as dynamical free energies

= �kBT

N
ln

D
e��N✏(x)

E

Equilibrium: free energies are SCGFs Nonequilibrium: the extensive quantities grow with 
time, not system size

Dynamical First-Order Phase Transition in Kinetically Constrained Models of Glasses
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We show that the dynamics of kinetically constrained models of glass formers takes place at a first-
order coexistence line between active and inactive dynamical phases. We prove this by computing the
large-deviation functions of suitable space-time observables, such as the number of configuration changes
in a trajectory. We present analytic results for dynamic facilitated models in a mean-field approximation,
and numerical results for the Fredrickson-Andersen model, the East model, and constrained lattice gases,
in various dimensions. This dynamical first-order transition is generic in kinetically constrained models,
and we expect it to be present in systems with fully jammed states.

DOI: 10.1103/PhysRevLett.98.195702 PACS numbers: 64.70.Pf, 05.40.!a

An increasingly accepted view is that the phenomenol-
ogy associated with the glass transition [1] requires a
purely dynamic analysis, and does not arise from an under-
lying static transition (see, however, [2]). Indeed, it has
been suggested that the glass transition manifests a first-
order phase transition in space and time between active and
inactive phases [3]. Here we apply Ruelle’s thermody-
namic formalism [4,5] to show that this suggestion is
indeed correct, for a specific class of stochastic models.
The existence of active and inactive regions of space-time,
separated by sharp interfaces, is dynamic heterogeneity, a
central feature of glass forming systems [6]. This phe-
nomenon, in which the dynamics becomes increasingly
spatially correlated at low temperatures, arises naturally
[7] in models based on the idea of dynamic facilitation,
such as spin-facilitated models [8,9], constrained lattice
gases [10,11], and other kinetically constrained models
(KCMs) [12]. Figure 1 illustrates the discontinuities in
space-time order parameters at the dynamical transition
in one such model, together with the singularity in a space-
time free energy, as a function of a control parameter to be
discussed shortly.

The thermodynamic formalism of Ruelle and co-
workers was developed in the context of deterministic
dynamical systems [4]. While traditional thermodynamics
is used to study fluctuations associated with configurations
of a system, Ruelle’s formalism yields information about
its trajectories (or histories). The formalism relies on the
construction of a dynamical partition function, analogous
to the canonical partition function of thermodynamics. The
energy of the system is replaced by the dynamical action
(the negative of the logarithm of the probability of a given
history), the entropy of the system by the Kolmogorov-
Sinai entropy [13], and the temperature by an intrinsic field
conjugate to the action. This formalism has been exploited

recently to describe the chaotic properties of continuous-
time Markov processes [5].

In this work, we define the dynamical partition sum [4,5]
for our stochastic systems by

 ZK"s; t# $
X
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FIG. 1 (color online). First-order transition in terms of the field
s. (Top) The dynamical order parameter K"s# (the average
number of configuration changes in a trajectory) and its large-
deviation function  K"s# for the FA model, calculated in a mean-
field approximation, for d $ 3 and T $ 0:5; see Eqs. (6)–(9).
The large-deviation function is singular at s $ 0 and the order
parameter K has a first-order jump. The dynamics has two
phases, an active one for s < 0 and an inactive one for s > 0.
Physical dynamics take place at s $ 0, where the two dynamic
phases coexist. (Bottom) An alternative order parameter !K"s#
(the average number of excited sites in a trajectory; see Fig. 2) in
the d $ 1 FA model at T $ 0:91, calculated numerically in a
finite system (N $ 100 sites). The transition is absent when the
kinetic constraints are removed.

PRL 98, 195702 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
11 MAY 2007

0031-9007=07=98(19)=195702(4) 195702-1 © 2007 The American Physical Society

Example: Fluctuations in activity in models of  glassy dynamics

J. P. Garrahan, et al, Phys. Rev. Lett. 98, 195702 (2007). 

f

canonical

= �k

B

T

N

ln

Z
d

d

x e

��E(x)

f

noneq

=
1

N

ln

Z T

0

D[x(t)]P
traj

[x(t)]e�kA(t)

http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.98.195702
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Rate Functions via Legendre Fenchel Transform

Gärtner-Ellis Theorem

If the scaled cumulant generating function  A(k) exists and is di↵erentiable

for all k. Then A satisfies a large deviation principle, i.e.,

p(A/t
obs

= a) ⇣ etobsI(a)

“Rate Function” I(a) = sup
k

[ka�  (k)]
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Slope at zero of  the SCGF gives the average
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26 LONG-LASTING EFFECTS OF SMALL RANDOM PERTURBATIONS
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Figure 14. Generalized voter/Ising model. Left: The arrows de-
note the direction of the deterministic flow, the shading its mag-
nitude. The solid line depicts the minimizer, the dashed line the
heteroclinic orbit. Markers are located at the fixed points (circle:
stable; square: saddle). Right: Action density along the minimiz-
ers for the two trajectories, with normalized path parameter s 2
(0, 1).

discretization points. This yields the stochastic ODE system

(73)

(
d�1 =

�
(1� �2

1)(a�1 � b�3
1) +D(�1 � �2)

�
dt+ �

p
1� �2

1 dWx

d�2 =
�
(1� �2

2)(a�2 � b�3
2)�D(�1 � �2)

�
dt+ �

p
1� �2

2 dWy ,

where the constant D couples the two degrees of freedom. This SDE poses an inter-
esting test-case for our numerical scheme, since not only the noise is multiplicative,
but also the computational domain must be restricted: The square defined by
1 = max(|�1|, |�2|) marks the region in which the noise is defined (real), and the
noise decreases towards zero as it approaches this absorbing barrier. Analog to
the discussion in [1], the choice of the parameters (a, b) determines the dynamics,
in particular if a > 0, b > 0 the model exhibits bi-stability: There is an unsta-
ble fixed point at � = (0, 0) and stable fixed points at � = ±(

p
a/b,

p
a/b). As

long as a < b, these fixed points are inside the allowed region. For a/b ! 1
the two stable fixed points approach the absorbing boundary. Here, we take
b = 1, a = 1 � 10�4, D = 0.4, so that

p
a/b ⇡ 0.99995 is located close to the

barrier at 1. The minimizer and corresponding action is shown in figure 14.
The numerical parameters were chosen as Ns = 28, h = 10�3.

4.6. Bi-stable reaction-di↵usion model. In the context of chemical reactions
and birth-death processes, one considers networks of several reactants in a container
of volume V which is considered well-stirred. As an example case, we consider the
bi-stable chemical reaction network

A
k0⌦
k1

X, 2X +B
k2⌦
k3

3X

with rates ki > 0, and where the concentrations of A and B are held constant.
This system was introduced in [32] as a prototypical model for a bi-stable reaction

Low Noise Limit

dXt = F (Xt) dt+
p
✏ dWt

P [x(t)] ⇣ exp

⇥
✏

�1
I[x(t)]

⇤

“Friedlin-Wentzell Large Deviations”
Solutions to the stochastic 

 differential equations fluctuate 
around a minimum action path

T. Grafke, T. Schaefer, and E. Vanden-Eijnden, arXiv math.NA, (2016).

T. Speck, A. Engel, and U. Seifert, J. Stat. Mech. 2012, P12001 (2012).

Example: Overdamped, driven  
Brownian motion

ẋ = �rV (x) + F + ⌘

I[x(t)] =

Z t
obs

0
d⌧
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4
(ẋ+rV � F )2 � 1

2
r2
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�

http://arxiv.org/abs/1604.03818v2
http://stacks.iop.org/1742-5468/2012/i=12/a=P12001?key=crossref.5122bc2897c9060afe7cc0738d40409e
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 Determining other rate functions

Contraction Principle
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Suppose we know the rate function: IA(a)
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Example: Efficiency rate function
We want a rate function of  some other observable 

Analogous to a 
saddle point approximation

If an observable A satisfies a large

deviation principle with rate function IA(a)
then the image of A under a continuous map

f also satisfies a large deviation principle.
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Part II: The Level Abstraction
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[4] L. Bertini et al, Annales De l'Institut Henri Poincaré, Probabilités Et Statistiques 
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Level I—Rate functions for a given observable

A[x(t)]

I(1)(hAi) = 0

P (A) ⇣ etobsI
(1)(A/t

obs

)

extensive observable:

B. Derrida and J. L. Lebowitz, Phys. Rev. Lett. 80, 209 (1998). 

The level I rate function 
for an extensive observable A is  

exactly the type of  rate function we’ve 
encountered thus far.
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Figure 2. Asymmetric random walk: (a) Large deviation function h(�) for two forces
f = 4 and f = 10 (solid lines). Also shown is the limiting form Eq. (12) (dashed
lines). (b) The derivative becomes steeper at � = 0 for higher driving force f . (c) The
forward (solid line) and backward (dashed line) fluxes [Eq. (18)] vs. the scaled rate
z�, where z = sinh(f/2).

with z ⌘ sinh(f/2). It is straightforward to check that the function h(�) has the

following properties: (i) it is convex and non-negative, h(�) > 0, with minimum

h(1) = 0, (ii) it obeys the Gallavotti-Cohen symmetry Eq. (3), and (iii), following

from this symmetry, h(�1) = 1 holds.

To make our introductory comments concrete about a kink in the large deviation

function, for |z�| � 1 we expand the inverse hyperbolic sine leading to

h(�) ⇡ (fz)�1 {cosh(f/2) + z�[± ln z|�|� f/2]� z|�|} . (10)

The plus sign holds for � > 0 while the minus sign holds for � < 0. Here and in the

following we assume f > 0. Considering the case f � 1 of large asymmetry we can

further simplify

cosh(f/2)

z

⇡ 1, ln z ⇡ �f

2
(11)

yielding the limiting form

h(�) ⇡ 1

f

(

1 + �(ln � � 1) (� > 0)

1 + |�|(ln |�|� 1 + f) (� < 0)
(12)

of the large deviation function in agreement with Ref. [25]. In particular, the first

derivative

h

0(�) ⇡ 1

f

(

ln � (� > 0)

� ln |�|� f (� < 0)
(13)

jumps at � = 0. However, this jump is only apparent since for the expansion leading to

the limiting expression Eq. (12) we used |�| � 1/z, i.e., we exclude a region of size 1/z

around � = 0. With increasing f this region becomes smaller but it does not vanish.

Hence, for any finite f the function h(�) is di↵erentiable. In Fig. 2, the large deviation

function and its first derivative are plotted for di↵erent forces f .

Example: Asymmetric Random 
Walk entropy production rate function

http://link.aps.org/doi/10.1103/PhysRevLett.80.209
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Level II—Empirical Density

Fluctuations in the time spent in each state

⇢t
obs

(x) =

Z t
obs

0
�(x(t)� x) dt

Can be used to compute level one rate  
functions for state-dependent observables

Higher level: can get any level I 
rate function by contraction

Example: Sanov’s Theorem

Problem: Most of  the observables we are interested depend on the dynamics.

I(1)A (a) = sup
a:f(⇢)=a

I(2)(⇢)

Draw a random state vector. 
Then the rate function for the  

empirical measure is just the KL 
divergence. 

I

(2)
⇢ (⌫) =

Z
⌫(dx)

d⇢

d⌫

(x)

= DKL(⇢k⌫)
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Level II.5—Empirical Density + Currents

Ct
tobs

(xi, xj , �t) =

Z t
obs

0
�(x(t)� xi)�(x(t+ �t)� xj) dt

Monitor transitions in the system

Remarkably, there is an explicit 
 form for Markov jump processes 

at steady state

And for diffusions  
(divergence free steady state currents)

C. Maes and K. Netočný, Euro. Phys. Lett 82, 30003 (2008).

A. C. Barato and R. Chetrite, Journal of  Statistical Physics 160, 1154 (2015).

I

(2.5)[⇢, j] =

Z
dx

(j � jss)2

⇢D

Caveat: performing the contraction can be hard 

I

(2.5)[⇢, C] =
X

x,y

⇢(x)W (x, y)� C(x, y) + C(x, y) ln
C(x, y)

⇢(x)W (x, y)

http://stacks.iop.org/0295-5075/82/i=3/a=30003?key=crossref.cf99b768d013ea12729c7279074c9f71
http://link.springer.com/10.1007/s10955-015-1283-0
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Thermodynamic Uncertainty Relations

C.f., T. R. Gingrich, et al, Phys. Rev. Lett. 116, 120601 (2016).
P. Pietzonka, A. C. Barato, and U. Seifert, arXiv (2015). 

A. C. Barato and U. Seifert, Phys. Rev. Lett. 114, 158101 (2015). 

in Eq. (8). Furthermore, our derivation shows that these
uncertainty relations are tightest in linear response and when
d ∝ F, as predicted by Barato and Seifert [13].
To illustrate the generalized-current bound (4) we

numerically evaluate the rate function for two toy models:
a four-state model and the 1D asymmetric exclusion
process (ASEP) with open boundary conditions.
Our first example is the multicyclic four-state graph

depicted in Fig. 1. The rate functions for the dissipation Σ
as well as for a collection of random generalized currents jd
were numerically computed using standard methods [31]
and plotted in Fig. 2. As required by our bound, all the IðjdÞ
fall below IWLRðjdÞ (within the blue-shaded region).
Interestingly, some generalized currents lie much closer
to the bound than others. In particular, the rate function for
the dissipation IðΣÞ (black dashed) saturates the bound at
Σ ¼ $Σπ . Consequently, the bound is significantly tighter
for dissipation than for the other generalized currents,
illustrating that the tightness of the bound is quite sensitive
to the choice of d.
While the generalized-current bound (4) is not our

strongest, we emphasize the important benefit that it avoids
the computation of edgewise entropy production rates. This
advantage is especially profitable in many-particle dynam-
ics. To illustrate this point, we consider the current
fluctuations in a canonical model of nonequilibrium par-
ticle transport, the 1D ASEP [33]. The model consists of L
sites, occupied by at most one particle. Particles hop into
unoccupied neighboring sites with rates p, q, and enter or
leave from two boundary particle reservoirs with rates α, β,
γ, δ, as drawn in Fig. 3. The many-particle dynamics could
be cast as a single-body dynamics on a graph, as in our
first example, but the graph has 2L vertices and ðLþ 3Þ2L−2

edges. For even moderately large L, it is impractical to
record the average entropy production rates across all the
edges, but we may more easily measure the mean dissipation
Σπ . Indeed, the ASEP only has one generalized force
conjugate to the total particle current jρ across the system:
Σπ ¼ jρfρ with fρ¼ ln½αβpL−1=ðγδqL−1Þ'=ðLþ1Þ. This
proportionality of Σπ and jρ ensures that the WLR bound
is equivalent to the stronger LR bound, explaining the
tightness observed in Fig. 3.
To summarize, dissipation constrains near-equilibrium

current fluctuations, which in turn bound far-from-
equilibrium fluctuations. Thus, reducing current fluctua-
tions carries a fundamental energetic cost. This observation
suggests a design principle: for fixed average dissipation
and current, the fluctuations are most suppressed in a near-
equilibrium process. Such a principle may aid in engineer-
ing complex systems and understanding energy or accuracy
trade-offs in biological physics [34]. For instance, suppose
we seek to construct a precise nonequilibrium process to
reliably generate a current, e.g., a biochemical reaction
network that produces a target molecule at a desired rate.
One can introduce energy-consuming metabolic cycles in
an attempt to attenuate fluctuations. However, with a fixed
energy budget, it is impossible to surpass the linear-
response bound, no matter how complex the design.
Derivation.—To obtain Eqs. (3) and (4), we begin with

the level 2.5 large deviations for continuous-time Markov
processes [35]. This rate function describes the joint
fluctuations for the empirical current jT with the empirical
density pTðyÞ≡ 1

T

R
T
0 dt δxðtÞ;y:

Iðp; jÞ ¼
X

y<z

Ψ(jðy; zÞ; jpðy; zÞ; apðy; zÞ); ð9Þ

FIG. 2. Generalized-current fluctuations in the four-state
model: generalized currents jd were constructed randomly by
choosing dðy; zÞ ∈ ½−1; 1Þ. All the IðjdÞ (colored) and IðΣÞ
(dashed black) fall in the blue-shaded region that satisfies the
bound (4), with the differences Δ ¼ IðjdÞ − IWLRðjdÞ plotted in
the inset. Rates: rð1; 2Þ ¼ 3, rð1; 3Þ ¼ 10, rð1; 4Þ ¼ 9,
rð2; 1Þ ¼ 10, rð2; 3Þ ¼ 1, rð2; 4Þ ¼ 2, rð3; 1Þ ¼ 6, rð3; 2Þ ¼ 4,
rð3; 4Þ ¼ 1, rð4; 1Þ ¼ 7, rð4; 2Þ ¼ 9, rð4; 3Þ ¼ 5.

FIG. 3. ASEP current fluctuations: the total current rate
function IðjρÞ (black dashed) is bounded by IWLRðjρÞ (blue)
for the L ¼ 15 ASEP. Inset: schematic of the L ¼ 15 ASEP with
open boundaries. Particles (shaded circles) jump to neighboring
sites with rates p, q in the bulk, and with rates given by Greek
letters in and out of the boundary reservoirs (shaded semicircles).
Blocked transitions are marked by a red “x.” Results are shown
using the parameters α ¼ 1.25, β ¼ 0.5, γ ¼ 0.5, δ ¼ 1.5, p ¼ 1,
and q ¼ 0.5, corresponding to a high-density phase [33].
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Current fluctuations are bounded  
by Gaussian entropy production fluctuations

Direct consequence of  the 
Level II.5 rate function  

for Markov jump processes

Fluctuation Theorem symmetry for 
Gaussian entropy production distribution

I(j)  IG(!)

Var(!) = 2h!i
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