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The Dynamics of Brain-Body-Environment Systems

Situatedness Embodiment Dynamics

Beer, R.D. (1992/1995). A dynamical systems perspective on agent-environment 
interaction. Artificial Intelligence 72:173-215.
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Examples

Minimally Cognitive Behavior

Relational Categorization

Object Categorization

Selective Attention

Perception of Body-Scaled Affordances

Short-Term Memory

Visually-Guided Catching

Referential Communication

Learning BehaviorEnvironment

Yamada & Ohshima, 2003

2583Thermal behavior of C. elegans

migrate on an agar plate to remove E. coli from their body

surfaces and were then transferred to a thin ttx-agar plate

prepared as described above. Starved worms were directly

placed on a thin ttx-agar plate. All these procedures were

performed at room temperature within approximately 10·min.

Worms were manipulated by picking them up with a platinum

wire to retain motility. To make sure this manipulation did not

affect behavior, we also examined the fed worms collected

with buffer and handled with a glass pipette. To avoid keeping

the worms in a buffer for a long period, they were collected by

trapping on a mesh screen instead of settling in a tube. The

worms thus collected with a buffer showed good motility, and

essentially the same results were obtained as for worms

manipulated by picking with a wire (data not shown).

To examine population distribution on the gradient, about

30 worms were used in one experiment. The thin ttx-agar plate

with worms was set on the aluminum slab with the temperature

gradient and covered with an opaque lid. Preliminary

experiments showed that 30·min is sometimes too short for full

dispersion, whereas 2·h is too long since starvation during the

assay begins to alter the behavior (data not shown); thus, assays

were run for 1·h. Worms were killed using chloroform gas, the

plate was sectioned into 1·cm-wide zones perpendicular to the

gradient and numbers of worms in each zone were counted

under a stereomicroscope.

To monitor movement of an individual worm, about five

worms were put on a thin ttx-agar plate, which was placed on

a thermal gradient. The apparatus was further surrounded by

a wall to protect the plate from wind and to keep the

temperature constant. Worms in a 2.7·cm-long and 2·cm-wide

region of the gradient were observed from above through a

macro lens (Nikon Micro NIKKOR 55·mm f/2.8; Nikon,

Tokyo, Japan) mounted on a CCD camera (Sony DXC-C1)

and recorded on videotape. Subsequent analysis was

performed on a Power Macintosh computer using the Scion

Image program (Scion Corporation, Frederick, MD, USA).

From the recording, 120 frames were captured at roughly 5·s

intervals using the built-in digitizer of Power Macintosh

G3 with a magnification of 0.1·mm·pixel–1. Total duration

required for capturing the frames was divided by the number

of intervals to obtain a mean duration between frames. X–Y

positions of the approximate center of a worm (around the

vulval position) were determined. Instantaneous velocities and

their elements in directions of the thermal gradient were

calculated using the displacement of the worm center in

successive samples and the mean duration between frames.

The values observed for worms in a 5·mm-wide zone

perpendicular to the gradient were averaged. Analysis began

a few minutes after the agar plate had been set on the gradient.

Worms observed in a field for more than a few minutes were

analysed.

Ablation of AFD neurons

A pair of AFD neurons from wild-type N2 or N2 worms

carrying an extrachromosomal array containing the gcy-8::gfp

fusion gene (a kind gift from M. Koga) as an AFD marker (Yu

et al., 1997) was eliminated by laser irradiation during the L1

stage (Bargmann and Avery, 1995). The behavior of animals

grown to the adult stage was examined.

Expression constructs of TAX-4 and generation of transgenic

animals

Indicated promoter regions amplified from N2 genomic

DNA were fused to the tax-4 cDNA and inserted into a

pPD95.77 green fluorescent protein (GFP) expression vector.

The 1.7·kb upstream region of gcy-8 (Yu et al., 1997), the

4.6·kb upstream region of nhr-38 (Miyabayashi et al., 1999)

and the 4.5·kb upstream region of gpa-3 (Zwaal et al., 1997)

were used. The construct for TAX-4 expression by the tax-4

promoter contains the genomic region of the 13·kb promoter

plus the first three exons of the tax-4 gene and the tax-4 cDNA

of the remaining part, which is made from the tax-4::gfp fusion

construct (a gift from I. Mori). Plasmids were injected into

gonads of tax-4(p678) animals at a concentration of

100·ng·µl–1 or at a concentration of 70·ng·µl–1 together with

30·ng·µl–1 of an injection marker, kin-8::gfp (a gift from M.

Koga) (Mello et al., 1991).
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Fig.·1. (A) Illustration of the apparatus for the temperature gradient

and set-up of an agar plate for behavior assays. (B) Temperature

gradients on an aluminum slab and an agar plate. A temperature

gradient was produced on an aluminum slab, and temperatures of

surfaces of the slab (open circles, broken line) and an agar plate

placed on it (crosses, solid line) were monitored at various positions,

as described in the Materials and methods section. The means (±

S.D.) of temperatures obtained in 19 experiments are shown.
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Two Motivating Examples

zcue

Relational Categorization

Williams, P.L., Beer, R.D., and Gasser, M. (2008). An embodied dynamical approach to relational categorization. 
In B.C. Love, K. McRae and V.M. Sloutsky (Eds.), Proceedings of the 30th Annual Conference of the Cognitive 
Science Society (pp. 223-228).

Williams, P.L., Beer, R.D., and Gasser, M. (2008). Evolving referential communication in embodied dynamical 
agents. In S. Bullock et al. (Eds.), Artificial Life XI: Proceedings of the Eleventh International Conference on the 
Simulation and Synthesis of Living Systems (pp. 702-709). MIT Press.

Referential Communication
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Some Questions

• How is absolute object size extracted?

• Where is information about absolute object size stored?

• How is information about relative object size extracted?

• Where is information about relative object size stored?

• How does this information move through the system over time?

• How is this information combined into a classification decision?
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Some Special Features

• Deterministic system

• Causal diagram is available

• Interested in information about an external stimulus feature

• Temporal aspect is crucial

z zz



Beyond Shannon 2019/Beer

The Dynamics of Information I

IG(S; Xt) = I(S; Xt |Xt−1)

I(S; Xt)

I(S = s; X) = ∑
x∈X

p(x |s) log
p(x |s)
p(s)

Williams, P.L. and Beer, R.D. (2010). Information dynamics of evolved agents. In S. Doncieux et al. (Eds), From 
Animals to Animals 11: Proceedings of the International Conference on Simulation of Adaptive Behavior (pp. 38-49). 
Springer-Verlag. 

Stimulus Information in a Stochastic Process

Information Gain

Specific Information/Surprisal
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The Structure of Multivariate Information

Rdn(F;N1,N2)Unq(F;N1) Unq(F;N2)

Syn(F;N1,N2)

I(F;N1) I(F;N2)

I(F;N1,N2)

Syn(S; X1, X2)

Rnd(S; R1, R2)Unq(S; R1) Unq(S; R2)

I(S; R1, R2)

I(S; R1) I(S; R2)

Williams, P.L. and Beer, R.D. (2010). Nonnegative decomposition of multivariate information. arXiv:1004.2515

Williams, P.L. (2011). Information Dynamics: Its Theory and Application to Embodied Cognitive Systems. Ph.D. 
Dissertation, Cognitive Science Program, Indiana University.

I(S; R1, R2) = Unq(S; R1) + Unq(S; R2) + Rnd(S; R1, R2) + Syn(S; R1, R2)
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Measuring Shared Information

Imin(S; A1,…, An) = ∑
s∈S

p(s) min
Ai

I(S = s; Ai)

I∩(S; A1,…, Ak)

Axiom 1 (symmetry):      is symmetric in the     ‘sI∩ Ai

Axiom 2 (self-redundancy): I∩(S; A) = I(S; A)
Axiom 3 (monotonicity): I∩(S; A1,…, Ak) ≤ I∩(S; A1,…, Ak−1)

with equality when Ak−1 ⊆ Ak
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The Partial Information Lattice
{R1, R2}

{R1} {R2}

⟨𝒫+(R), ⊆ ⟩
Source inclusion lattice

Set of antichains
𝒜(R){{{R1}}, {{R2}}, {{R1}, {R2}}, {{R1, R2}}}

{{R1, R2}}

{{R1}, {R2}}

{{R2}}{{R1}} ⟨𝒜(R), ⪯ ⟩
Partial information lattice
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Partial Information Decomposition

I∩(S; α) = ∑
β⪯α

I∂(S; β)

I(S; R1, R2) = I∂(S; {1}) + I∂(S; {2}) + I∂(S; {1}{2}) + I∂(S; {12})
Unique Unique Redundant Synergistic

I∂(S; {1}{2}) = I∩(S; R1, R2)

I∂(S; {1}) = I(S; R1) − I∩(S; R1, R2)

I∂(S; {2}) = I(S; R2) − I∩(S; R1, R2)

I∂(S; {12}) = I(S; R1, R2) − I(S; R1) − I(S; R2) + I∩(S; R1, R2)
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Partial Information Decomposition



Beyond Shannon 2019/Beer

Some Consequences

Conditional Information
I(S; R1 |R2) = I∂(S; {1}) + I∂(S; {12})

Unique Synergistic

Interaction Information
I(S; R1; R2) = I∂(S; {12}) − I∂(S; {1}{2})

Synergistic Redundant

Williams, P.L. and Beer, R.D. (2011). Generalized measures of information transfer. arXiv:1102.1507.

Transfer Entropy
TX→Y = I(Yt; Xt−1 |Yt−1) = I∂(Yt; {Xt−1}) + I∂(Yt; {Xt−1, Yt−1})

SynergisticUnique
(state-independent) (state-dependent)
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The Dynamics of Information II

Information Gain

IG(S; Xt) = I(S; Xt) − Imin(S; Xt−1, Xt)

Information Transfer

IT(S; Xt−1 → Yt) = Imin(S; Yt, {Xt−1, Yt−1}) − Imin(S; Yt−1, Yt)

I(S; Xt)
Stimulus Information in a Stochastic Process

I(S = s; X) = ∑
x∈X

p(x |s) log
p(x |s)
p(s)

Specific Information/Surprisal
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Where is Cue Object Size Stored?

∝zcue
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Beer, R.D. and Williams, P.L. (2015). Information processing and dynamics in minimally cognitive agents. Cognitive Science 39:1-38.
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Cue Stage Information Flow

IG(Zcue = z; O3) Information Gain

S1/S7

IT(Zcue = z; S1/7→O3)IT(Zcue = z; S2/6→O3)

S2/S6

IT(Zcue = z; S3/5→O3)

S3/S5

Information Transfer
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Probe Stage Information Flow
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Relative Object Size

7. Information Dynamics of Embodied Relational Categorization 118

Figure 7.8: The flow of relative size information for (A) neuron N1, (B) the right motor
neuron M , and (C) the agent’s x-position X . The transfer of relative size information from
N1 ! M and from M ! X are shown in (D) and (E), respectively.

information that builds up in N1 ultimately drives the agent’s behavioral response. In par-

ticular, shortly after relative size information accumulates in N1 (Figure 7.8A), a similar

pattern can be observed for the agent’s right motor neuron (Figure 7.8B), followed in turn

by a similar pattern for the agent’s horizontal position (Figure 7.8C). This sequential build-

up of relative size information in N1, in the right motor neuron (M ), and finally in X ,

suggests a direct transfer of relative size information along the path N1 ! M ! X , where

the high amount of information that ends up in X is the information-theoretic manifesta-

tion of the agent’s catch/avoid response. Indeed, calculating the information transfer from

N1 ! M and from M ! X confirms that this is the case, with a high amount of transfer

from N1 ! M peaking around time 100 (Figure 7.8D), followed by a similar peak in in-

formation transfer from M ! X peaking around time 105 (Figure 7.8E). Thus, from these

plots we see that relative size information first builds up in N1, then flows to the right

motor neuron and subsequently flows to X where it is reflected in the agent’s behavior.
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from N1 ! M peaking around time 100 (Figure 7.8D), followed by a similar peak in in-
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plots we see that relative size information first builds up in N1, then flows to the right

motor neuron and subsequently flows to X where it is reflected in the agent’s behavior.

I T
(R

; O
1→

M
R
)

I T
(R

; M
R
→

X)

MLMR

80 90 100 110 120 130 140
0.0

0.2

0.4

0.6

0.8

t

IHR
;M

iL

x



Beyond Shannon 2019/Beer

A Biological Application: Caenorhabditis elegans
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Information Architecture of C. elegans Klinotaxis

Izquierdo, E.J., Williams, P.L. and Beer, R.D. (2015). Information flow through a model of the C. elegans klinotaxis circuit. PLoS ONE 10(10):e0140397. doi:10.1371/
journal.pone.0140397.
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Many Other Applications


