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ε-Machines are optimal predictors of minimal size. This means nothing can beat them at optimal
prediction. The goal of this project is to explore a new structure: Layered ε-Machine, and compare
it with standard ε-Machine when the optimal prediction is impossible for practical reasons. I use
stock market prices for different goods as input data. One part of the data sequence is used to infer
the structure and parameters for both ε-Machine and Layered ε-Machine, the rest of it is used to
check how well each predictor works.

I. INTRODUCTION

Mathematical structures that can learn are already an
important part of our every day life. Virtual Personal As-
sistants (Siri, Google Now, Cortana etc.), Purchase Pre-
dictions (Target, Amazon etc.), Spam Detection, Online
Customer Supports, Smart Home Devices, all of these
are either continuously learning and becoming better or
at least have been trained using real world data. These
algorithms are already serving millions of people and are
becoming more and more important.

How can mathematical structures learn? How do even
living organisms learn? If we find the answer to the first
question, it will also explain the second one as brain can
simulate mathematical processes. Thus if mathemati-
cal structures can be trained, than surely brains can be
trained too.

Suppose we have some stationary process that gener-
ates information: sequence of symbols. We are observing
the information, but the process is hidden from us. Turns
out that there are ways to extract knowledge about the
source by looking at the symbols only [1]. The goal is to
have a smallest structure that would still capture all the
available information about the source. Such structures
exist and they are called ε-Machines. ε-Machines are the
smallest optimal predictors.

If ε-Machines are the smallest optimal predictors, why
do not we use them for example for face recognition pur-
poses? One could convert images into strings of symbols,
after each such string there would be a 1 if it contained
a face and 0 otherwise. One could use a sequence of such
strings to train an ε-Machine and then use it to predict
next symbol after inputting any image. This digit would
be the best possible guess about a face being in the pic-
ture. As a side effect this machine would also be able to
complete a partially seen image to the best of theoretical
possibility. It is clear from this description that this kind
of structure would have to be much larger than what our
smart-phones can handle.

Therefore in such cases we have to forget about optimal
prediction and build structures, that are much smaller
and still predict well. Obviously, for any such structure
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there is a corresponding ε-Machine which will do the same
job and is not larger. The problem is finding such ma-
chines, because there are too many possibilities.

Now let us look at this problem from the other point of
view. Let us discuss music as an example. The alphabet
is chords and it is a discrete sequence. If we try to use
Bayesian Inference [2] to find the best suiting epsilon ma-
chine of limited size, we will have to limit our self to very
small ε-Machines: only several states. This means, that
we will not be able to capture long scale behaviour. But
in case of even simple music, it is obviously important to
keep track of major / minor, repeating theme and so on.
In other words, it’s possible, that for practical purposes
one would prefer to capture some long range behavior
first and leave out some short scale details. And this is
the main idea behind Layered ε-Machines: infer struc-
ture from symbol sequence in the giving priority to long
range behavior.

According to Christopher C. Strelioff and James P.
Crutchfield [2], inferring structure from data series is also
an integral to many fields of science ranging from bioin-
formatics [3, 4], dynamical systems [5–8], and linguistics
[9, 10] to single-molecule spectroscopy [11, 12], neuro-
science [13, 14], and crystallography [15, 16].

II. BACKGROUND

ε-Machines are directed graphs with each node rep-
resenting an internal state of the source and each edge
representing a possible transition with a corresponding
output symbol and probability. It is unifilar: if we know
current state and see a transition symbol, there can be no
ambiguity regarding the next state. The process can be
stochastic, and at each point the future has different pos-
sibilities with corresponding probabilities (called future
morph). Saying that system is in a given state means, it
has a given future morph.

To infer ε-Machine for a given data string, one can use
Bayesian inference. This algorithm takes data string and
possible ε-Machines (without transition probabilities). It
finds the best suiting machine and tunes transition prob-
abilities. One can extract the most probable machine or
one can sample machines according to their likelihoods.
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III. DYNAMICAL SYSTEM

For this project I chose stock market prices for different
goods as a dynamical system. The main reason for this
was that the state number is probably immensely large.
Also the alphabet is just simple numbers and it can be
simplified even more by reducing it to binary alphabet:
1 - price went up; 0 - price went down. It is also a
good option to use ternary alphabet: if the price didn’t
change more than some given threshold, we assign 1; if
it went higher than threshold, assign 2; if it went down
lower than threshold, assign 0. The process is clarely
non stationary and this could cause some problems, but
it could cause same kind of problems for both ε-Machine
and Layered ε-Machine, and the only thing that I am
interested in for this project is the comparison of these
two.

The stock markets have changed very much in 21st

century, thus to make the comparison less random, I will
cut off prices for last 17 years.

IV. METHODS

A. Constructing Layered ε-Machines

Although long scale behavior can be important, ε-
Machines do not allow for capturing it before all the
shorter scale behavior is captured. The problem is, that
we do not have enough computational power to deal with
behavior on all the scales completely. That is why in Lay-
ered ε-Machines I am constructing separate ε-Machines
to deal with different scale behaviors.

The idea is simple: we have to pick some beaning size
n and some beaning function f , such that f maps n sym-
bols from original alphabet to 1 symbol (alphabet of this
new symbol might be different). Now we have to split
the original data into sub-strings of length n and map
each sub-string to a new symbol using f .

FIG. 1. Beaning example with n = 4.

If we had enough computational power to do optimal
predictions, there would not be any need of making a
Layered ε-Machine in the first place, consequently f is
supposed to be lossy, many-to-one function. It is sup-
posed to capture some important aspect of long scale
behavior and get rid of some details. For example, in

case of stock market prices, a good beaning function
should be obtained just by comparing first and last sym-
bols in a sub-string: f(substring) = 1 if price went up;
f(substring) = 0 if price went down.

Once we have the new sequence, we can build an ε-
Machine for it using Bayesian inference. This machine
will learn long scale behavior of the system. The hope is,
that short scale behavior of the process depends on the
long scale state. A good example is music here: the short
scale behavior is heavily affected by long scale state being
”major” or ”minor”. Therefore, for each state of long
scale machine we can build a new, short scale machine.

FIG. 2. Visualization of Layered ε-Machine.

The number of short scale machines is the same as the
number of states in long scale machine. We have to train
each of them separately using Bayesian Inference. To
infer short scale machine, we should use the sub-strings
of original data that were produced while the long scale
machine was in this specific state.

Bayesian Inference takes in a single string of data sym-
bols, but for short scale machine we have a number of
short sub-strings. One straightforward solution to this
problem would be to concatenate the sequences and use
it as a single string. This approach has two problems:
one is, that the sequence contains a lot of unreal transi-
tions that never happened, so we would be training an
ε-Machine with wrong data; another is that we would
not have a good starting state for short scale machine.
Bayesian Inference would give the best starting node but
it would be tested only once at the very beginning of the
concatenated string. We need the best starting state to
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use every time when large scale machine activates this
short scale one.

A good solution for the problem described above is to
make use of a new resetting symbol: instead of just con-
catenating the sequences, now we will sandwich the re-
setting symbol between them, and from every candidate
machine we will require, that this symbol is only used
for transferring any state to the starting state. Therefore
the number of candidate machines and computation time
stays unchanged. Now, every time the machine meets
this new symbol, it resets and continues training with
the new sub-string from the start state.

FIG. 3. Adding a reset transitions with reset symbol N .

Other than training data, Bayesian Inference also takes
in a set of candidate ε-Machines. Standard set is topo-
logical ε-Machines. This is the set of machines that have
different future morph topologies for each state, i.e. the
future morphs for each state have to differ not only by
transition probabilities, but also by allowed symbol se-
quences. In case of stock market prices, anything can
happen, therefore all sequences are possible from any
state. This means, that future morphs have to have the
same full topology for every state (full support). The
only topological machine with full support is the single
state ε-Machine. Therefore we need to construct our own
set of candidate machines.

For our purposes we need only full support ε-Machines.
To construct all such machines of given size k, we need
to start with a graph of k nodes and no transitions. Full
support machine automatically means that every node
has outgoing edges for any symbol from the alphabet.
Thus we have to go over all states and assign A outgoing
edges to each, where A is the size of alphabet. I build the
possible graphs recursively: each step of recursion picks
the first node that does not have all the outgoing edges
and adds a new edge to it. But this edge can be going
to any other node, therefore it copies the graph and for
each copy this new edge goes to a different node. Finally
it calls the recursion for each of the new copies.

If the algorithm does just this, we will have a lot of
duplicate machines which will differ by only the names
of nodes. We do not want this to happen, as training
extra machines will take unnecessary computational time
and memory. To avoid this, we can keep track of all
the states that have not been connected to anything else

yet. These states are completely symmetric to each other.
Therefore, at every stage of recursion, we need to connect
the new edge to all the nodes that are not in this set and
to only one node from this set.

finally, we will have to eliminate the disconnected
graphs, add the reset transitions and use Bayesian In-
ference to select the best one and tune it.

One obvious generalization of the structure described
above is to allow more than one layer. We can have as
many layers as our computational power allows. The al-
gorithm generalizes simply: Instead of one beaning num-
ber and one function we now have l−1 beaning numbers
and functions, where l is layer number. First we bean
down the data sequence step-by-step for all the layers,
after that we start by constructing standard ε-Machine
for lowest layer, for each state of this machine we con-
struct a new machine on the next layer. For each state of
each machine on this layer we construct a new ε-Machine
on the next layer and so on.

B. Checking how well does a Layered ε-Machine
predict

Once the Layered ε-Machine is trained with one part
of available data, I use the rest of it to test how well the
Layered ε-Machine predicts the future prices.

At each moment Layered ε-Machines make predictions
on every layer. For each layer there is only one active
machine, and for each machine there is only one active
node. These nodes have outgoing edges with correspond-
ing symbols and probabilities. Each node is bound to
have reset transition with it’s probability. These transi-
tions are artifacts of construction, therefore we need to
ignore them and normalize the other probabilities. Once
normalized for each layer we have corresponding predic-
tions of symbol probabilities. These are different scale
behavior predictions.

To test how well the Layered ε-Machine predicts, I look
at the predictions of the top layer. This predictions are
probabilities of daily prices going up or down.

Once the machine is trained and synchronized, I run
a simple trading algorithm using the daily predictions.
The algorithm should not try to maximize mathematical
expectation for daily income. Otherwise it would bet
everything on even 51% chance and would loose all the
resources very soon. Instead the algorithm starts off with
some amount of money and every day it buys or sells
goods according to the predictions. Amount of goods it
buys or sells depends on how sure we are that price will
grow or fall and how much money we currently have. So
daily gain is money ∗ (newPrice−oldPrice)∗ (upProb−
downProb).

This is not a good trading algorithm, but it does not
have to be. It is important, that if the predictions are
good, we will end up with increased money, and the bet-
ter the predictions are, the more the gain will be.
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V. RESULTS

Once the algorithm is implemented, if we choose to
have only 1 layer, it ends up being a standard ε-Machine.
As I already mentioned, I am only interested in compar-
ison of ε-Machine and Layered ε-Machine. Thus the only
thing that needs to be done is to run the same trader
algorithm for both of them.

I have daily stock market prices for different goods:
Crude Oil; Gold; Copper; Natural Gas; Silver; U.S. Dol-
lar Index. The longest one starts from 1967, the shortest
one starts in 1985. For each of these sequences I am using
roughly 2/3 of the data to train Layered ε-Machine and
ε-Machine and I use the rest of data to trade.

FIG. 4. Total balance VS trading day. Trading silver. Lay-
ered ε-Machine parameters: 1 layer; beaning size 50; candi-
date ε-Machine sizes [1,2,3]

Because I use 6 different kinds of goods, I can calcu-
late total gain for each of them, then look at the average
and standard deviation. I can do this for different bean-

ing sizes, candidate ε-Machine sizes and layer numbers
(including l = 1 corresponding to ε-Machine).

Layers Beaning num Mach. sizes avg gain std
2 50 [1,2,3] 0.9 74
2 50 [1,2] 10.4 29
2 20 [1,2,3] -30.2 40
2 20 [1,2] 10.5 29
1 [1,2,3] -15.9 32
1 [2,3] -13.6 33
1 [1,2] -15.9 32

TABLE I. Parameters of trading machines and their results

In TABLE I one can see Layered ε-Machines and ε-
Machines with different parameters and different trading
results. Column ”Layers” contains number of layers for
each machine. Column ”Beaning num” is the beaning
number, if there is only one layer, it is undefined. ”Mach.
sizes” is the sizes of candidate ε-Machines. ”Avg gain”
is the average gain and ”std” is its standard deviation.

VI. CONCLUSIONS

According to TABLE I, standard deviations are larger
then gain differences between. Thus I can not con-
clude rigorously that any of the Layered ε-Machine of ε-
Machine performed better then the other. Neither FIG. 4
looks very promising. It is an average example of a win-
ning strategy and one can see that it is very unstable.
And thus it is totally unsuitable for actual trading.

This all said, I still can not disregard the fact that
average gains are on the average better for the Layered
ε-Machines compared to the ε-Machines. This compari-
son obviously still needs to be carried out for some other
dynamical systems, which hopefully would be more sta-
tionary and give smoother results.
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