
Inform
ation-gain Com

putation
Anthony Di Franco
(un)N

atural Com
putation Spring 2017



W
hat?

W
ork w

ith Turing-com
plete m

odel class, not TM
s directly.

Prolog-like language: recursive com
positions of joint spaces of (discrete) 

variation

M
easure inform

ation about a query and adapt evaluation strategy accordingly

Com
press search space

Seek to achieve inform
ation-theoretic bounds on efficiency of query answ

ering



W
hat?

Perspectives:

●
Kow

alski, Algorithm
 = Logic + Control

○
So derive algorithm

 from
 logic (specification) by determ

ining control (eval strategy)

●
Curry-H

ow
ard isom

orphism
●

Pyke’s interleaving of program
s w

ith plans / proofs



W
hat?

Precedents:

●
Recurrent N

eural N
etw

orks
○

Param
eter space sam

pling for fitting
○

Com
plexity-based regularization



W
hy?

Correctness in softw
are is elusive despite large incentives

Exam
ples:

●
H

eartbleed: O
penSSL bug, est. >$500 m

il. Dam
age

●
Cryptocurrency: theDao hack, $60 m

il.



W
hy?

Also, general efficiency of softw
are engineering.

W
orking w

ith specifications is order of m
agnitude m

ore efficient than w
orking 

w
ith algorithm

s (Kow
alski).

Describing constraint graph vs. describing m
any / all paths through graph.

Illustrate.

X > 3 && X < 5



H
ow

?

don't enum
erate m

odels, start from
 data and use data bias to consider only 

m
odels that fit it w

ell

 c.f. universal com
pressors



H
ow

?

Universal com
pressor:

Increm
entally / adaptively builds up dictionary of subsequences or uses 

already-decoded sequence as im
plicit dictionary to com

press source sequence 
and achieve coding at entropy rate.

Variants (PPM
) that w

ork w
ith (predictions of) probabilities of subsequences.

M
odel is im

plicit.



H
ow

?

So:

●
Search / choose evaluation strategies adaptively to gain inform

ation 
quickly

●
Com

press joint spaces resulting from
 propagation of inform

ation
●

Com
press sequences of inferences leading to inform

ation gain at query
●

Use these m
ost frequently inform

ative, com
pressed sequences w

ith first 
priority thereafter



H
ow

?

Inform
ation m

easure is Total Correlation

Intuition: m
axim

al uncertainty is all parts of joint space overlap com
pletely w

ith 
universe / each other

TC m
easures reduction in this.

Illustrate.



H
ow

?

A
dapting evaluation strategy

Predicates can have disjunctions, w
e should try the m

ost inform
ative one first

Bandit problem
. (Illustrate UCB.)

Future: CE m
ethod for high-D.



H
ow

?

Com
pressing search space

generalize Schm
idhuber's history com

pression (RN
N

) to >1D

hinges on recursively finding and conditioning on sufficient statistics in 
hierarchy of scales (Illustrate).

State of predictor as sufficient statistic for past to build recursive hierarchy of 
predictors at larger (tim

e) scales.



H
ow

?

Com
pressing search space

Apparently nothing special about tim
e.

G
eneralize => info-clustering on joint spaces of adjacent predicates on 

derivation paths, recursively at hierarchy of scales.

Then do distribution estim
ation w

ithin those variable clusters.



H
ow

?

Com
pressing search space

Joint space com
pression expands alphabet in w

hich paths can be com
pressed 

/ creates tree of perhaps exponentially shorter paths from
 facts to query.

Alphabet expansion + sequence encoding as in large-alphabet com
pressed 

self-indices. Codes at zero-order entropy.

Turing-class m
odels of given data then fall out by w

riting CN
N

-style predicates.



W
hat now

?

A
daptive evaluation + search-space and joint-variation com

pression
= optim

al proven-correct com
puting

(I hope.)



O
n the agenda for next w

eek

Sm
all relational Prolog-like language em

bedded in Python

Adaptive evaluation strategy w
ith bandit algorithm

 done.

Search space / joint space com
pression not done.

Perhaps sm
art-contracts-based dem

o.

(J-M
 Eber, J Sew

ard, Sim
on Peyton Jones, “Com

posing contracts: an adventure in financial 
engineering,” Septem

ber 1, 2000)


