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Abstract

A Behavior-Driven Theory of Emergent Pattern and Structure in Complex

Spatiotemporal Systems

Coherent structures form spontaneously in far-from-equilibrium spatiotemporal systems

and are found at all spatial scales in natural phenomena from laboratory hydrodynamic

flows and chemical reactions to ocean and atmosphere dynamics. Phenomenologically,

they appear as key components that organize macroscopic dynamical behaviors. Unlike

their equilibrium and near-equilibrium counterparts, there is no general theory to predict

what patterns and structures may emerge in far-from-equilibrium systems. Each system

behaves differently; details and history matter. The complex behaviors that emerge can-

not be explicitly described mathematically, nor can they be directly deduced from the

governing equations (e.g. what is the mathematical expression for a hurricane, and how

can you derive it from the equations of a general circulation climate model?). It is thus

appealing to bring the instance-based data-driven models of machine learning to bear on

the problem. Supervised learning models have been the most successful, but they re-

quire ground-truth training labels which do not exist for far-from-equilibrium structures.

Unsupervised models that leverage physical principles of self-organization are required.

The work developed in this thesis utilizes a notion of intrinsic computation to con-

struct a physics-based machine learning model, the local causal states, to extract emergent

pattern and structure in complex spatiotemporal systems. As a behavior-driven theory, it

does so without requiring the governing equations or ground-truth training labels. After

motivating the need for history-dependent, instance-based modeling for studying far-from-

equilibrium phenomena, parallels between models of computation and complex dynamical

system will be developed to argue for the use of machine learning models based on intrin-

sic computation. The mathematical foundations in symbolic dynamics and shift spaces is

then given for the local causal states. Spacetime invariant sets are shown to be equivalent

to spacetime symmetries in the local causal states. These behaviors, known as domains,

capture pattern as generalized symmetries. Using this, the local causal states are used to
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give a formal definition of coherent structures as spatially-localized, temporally-persistent

deviations from generalized spacetime symmetries. The utility of the local causal states

in capturing pattern and structure is demonstrated using cellular automata models and

complex fluid flows (using both simulations and observations). The fluid flow results

require high-performance computing; we will briefly describe our distributed implementa-

tion in Python and how we were able to process almost 90TB of data from the CAM5.1

climate model in under 7 minutes end-to-end on 1024 Intel Haswell nodes of the Cori

supercomputer.
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Chapter 1

Pattern and Structure

What does it mean for a natural system to be structured? Through the entropy concept

in statistical mechanics and information theory we have a means of formalizing the notion

of randomness and disorder. But what about pattern and structure? It may be tempting

to simply think of these as order, the opposite of randomness and disorder, as with

the total regularity of a crystalline solid. What we find in nature however is rather

more complicated than this single-dimension perspective. Randomness can be structured;

patterns can arise from chaos. This can be seen, for example, with coherent structures

that form in turbulent fluid flows. The recent images of Jupiter from the Juno spacecraft

provide particularly dramatic examples. An image of Jupiter’s Great Red Spot [7], taken

by Juno, is shown in Figure 1.1.

This Chapter serves as an introduction to the problem of spontaneous self-organization

in far-from-equilibrium systems and gives an overview of the tools developed and used in

this thesis. The historical context and technical details outlined here are meant to provide

more of a personal perspective motivating this work, rather than a comprehensive review.

Sections 1.1 and 1.2 provide contextual background, and the remaining Sections provide

an overview of the technical ideas presented in this thesis.

The terms “organized”, “structured”, and “patterned” are used somewhat loosely

throughout, as one might colloquially use to describe the clouds of Jupiter shown in Fig-

ure 1.1. A more technical discourse on the notion of pattern is given in Section 3.1.6 as a

generalization of exact symmetry. In Chapter 4 we expand this to define spatiotemporal
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Figure 1.1. Color-enhanced compilation image of Jupiter’s clouds captured by NASA’s
Juno Spacecraft, taken on April 1 2019. While locally turbulent and chaotic at the
smallest scales, there is obvious large-scale organization. A few of the large horizontal
zonal bands can be seen, including the strong jet streams that separate adjacent bands.
Coherent vortices at all scales can be seen throughout, including the largest: Jupiter’s
famous Great Red Spot.

patterns as statistically-regular regions of generalized symmetries, which we refer to as

domains. The definition of domain is then used in Chapter 6 to rigorously define coherent

structures as persistent and localized deviations from these generalized spacetime sym-

metries. The formal definitions of domain patterns and coherent structures are seen as

forms of macroscopic self-organization in the system.

1.1 In Nature

In contrast with much of modern physics, which concentrates on the very small (quantum

mechanics) and the very large (cosmology), pattern and structure exist at the human

scale. Perhaps in part because we experience these phenomena on a daily basis, it is

easy to overlook that such collective organization is just as mysterious and unintuitive
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as quantum mechanics and cosmology. When Boris Belousov discovered an oscillating

chemical reaction in the early 1950s, he was unable to publish because the established

wisdom at the time deemed this impossible, as it was seen as a violation of the 2nd

Law of thermodynamics, even though he provided the recipe for others to reproduce his

experiment [8]. It was perfectly acceptable for, say, clear chemical reagents to mix and

turn opaque. It was thought impossible for these reagents to apparently un-mix and the

solution turn clear again, as happens with the “chemical clock” discovered by Belousov.

Around the same time, however, Alan Turing showed mathematically that such chemical

oscillations can exist in open systems, for which the 2nd Law does not apply, and could

in fact be derived from simple models of reaction-diffusion systems [9] (the subtleties of

nonequilibrium processes in open systems which cannot be described by states that are

instantaneously in equilibrium were not well understood at this time).

This mysterious and unintuitive phenomenon, now know as pattern formation and

spontaneous self-organization, is not limited to chemical reactions. Patterns and structures

abound in nonequilibrium systems across all spatial scales [10, 1], from galactic structures

to planetary – such as Jupiter’s famous Red Spot [11, 12] and similar climatological

structures on Earth [13] – down to the microscopic scales of snowflakes [14] and bacterial

[15] and crystal growth [16]. Fifty years prior to the chemical oscillations studied by

Belousov and Turing, at the turn of the 20th century, the formal study of pattern formation

and spontaneous self-organization began with Bénard’s work on convective instabilities

in fluids [17], followed soon after by Lord Rayleigh [18] and G.I. Taylor [19], and others

later still [20, 21, 22, 23].

1.1.1 Near Equilibrium

To illustrate the basic concepts of pattern formation, consider the original Rayleigh-

Bénard (RB) convection system, which is simply a box of fluid heated from below. See

Figure 1.2. When the temperature gradient is low, heat is transported up through the

fluid via conduction, and the fluid velocity is everywhere zero. As the temperature gra-

dient is increased it will eventually reach a critical value and a moment of magic occurs.

All of a sudden, and all at once, the fluid conspires to form convective columns in, for
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example, a hexagonal lattice, as convective transport becomes more favorable than con-

duction. As seen in Figure 1.3, the patterns of the convective columns are clearly visible

to the human eye and so the characteristic length scales of the patterned state is much,

much (about a million times) larger than those of the constituent water molecules. The

thermodynamic mechanism governing the critical point at which convective transport be-

comes more favorable depends on whether the fluid fully fills a closed tank, as depicted in

Figure 1.2, or whether it is a liquid with a free surface open to atmosphere, as is the case

with the convection cells shown in Figure 1.3. See Section 1.6.1 for further discussion.

Figure 1.2. Diagram of the experimental setup for Raleigh-Bénard convection. A box
of fluid is heated from below and cooled from above. Reproduced, with permission,
from Ref. [1].

We will refer to the spontaneous onset of patterns out of equilibrium, like the situation

just described, as nonequilibrium phase transitions [24, 25], due to the many similarities

with the more familiar equilibrium phase transitions. While emergent patterns can form

in equilibrium systems, such as strongly correlated electron materials [26, 27], we will

focus solely on nonequilibrium systems for this thesis. A crucial distinction, described

in more detail below, is the state selection criteria provided by the 2nd Law of Thermo-

dynamics that governs pattern formation in equilibrium. That said, much of the work

presented in this thesis concerns the nature of pattern and structure, regardless of their

physical origins. For instance, macroscopic correlation lengths — the spatial scale of co-

ordination among system constituents — are characteristic of pattern formation in and

out of equilibrium, but arbitrarily large correlation lengths may occur during equilibrium
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phase transitions which do not produce patterns [28]. Indeed, scale-invariant states with

diverging correlation lengths must be distinguished from patterned states. We call it

patterned exactly because there is some level of intricate organization that can not be

captured by simple quantification of correlation length. Providing a formal mathematical

accounting of this notion of organization is the main goal of this thesis.

Figure 1.3. Close up image of a time lapse view of hexagonal cells in free surface Bénard
convection. Aluminum flakes were used to trace the fluid velocity of the convective
motion; the fluid moves up through the center of the cells and sinks at the edges.
Image used with the permission of The Parabolic Press [2].

How does nonequilibrium pattern formation happen? While it is unknown how such a

large number of molecules can all spontaneously organize collectively into intricate macro-

scopic patterns and structures, there is a lot that we do understand about the physics

taking place, particularly in the near-equilibrium regime where patterns first emerge. We

can understand the onset of patterns using bifurcation theory [29, 1, 30, 31], in close

analogy to second-order equilibrium phase transitions.

Patterns are born out of conflict and compromise. There are two competing forces

at play whenever patterns form: the inexorable pull towards thermodynamic equilibrium

(due to the 2nd Law) and an external push away from equilibrium (gradients in intensive

quantities drive fluxes in extensive quantities). We define a dimensionless bifurcation

parameter that is the ratio of these two competing forces and measures the distance from
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thermodynamic equilibrium

R ∝ driving

dissipation
. (1.1)

This signifies that driving and dissipation are crucial ingredients for nonequilibrium pat-

tern and structure (which is why they have sometimes been known as dissipative struc-

tures [32, 33, 34], though we will not use that term here). A constant supply of energy,

and potentially other similar quantities, must be continuously pumped into the system

and simultaneously dissipated away to maintain nonequilibrium pattern and structure.

For RB convection, R is the Rayleigh number and is proportional to ∆T
νκ

, where ν is the

kinematic viscosity and κ the thermal diffusivity (additional constants are included to

non-dimensionalize R).

We assume the system is governed at the macroscopic level by some effective field

theory, given as a set of nonlinear partial differential equations [1]

∂tU(x, t) = F
(
U(x, t), ∂xU(x, t), ...;R) . (1.2)

The state of the system is given by U and varies smoothly and continuously in space x

and time t. Time evolution, as given by Equation (1.2), is governed by local interactions

that are applied uniformly in space and time (i.e. do not have explicit space or time

dependence) and depend on external conditions as encapsulated by the bifurcation pa-

rameter R. The local interactions are assumed to extend over a finite distance and thus

are a function of finitely many spatial derivatives of U . For fluid flows, these are the

Navier-Stokes equations, or some approximation thereof.

With fixed, gradient-free boundary conditions we have R = 0 and the system will reach

thermodynamic equilibrium with U uniform in space and time. If the boundary conditions

are fixed with non-zero gradients we have R 6= 0 and the system reaches a nonequilibrium

steady-state. Close to equilibrium, with R small but non-zero, the nonequilibrium steady-

state is known as the base state, which we denote U∗. The base state shares the symmetries

of the boundary conditions, so if the boundary conditions are time-independent then the

base state will also be time independent

∂tU
∗(x, t) = 0 . (1.3)
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Below a critical value of R, Rc, the base state is stable. All infinitesimal perturbations,

δU(x, t) = Aeσteik·x, exponentially decay. At Rc the growth rate of a perturbation at

wavenumber kc becomes zero, and for R > Rc this perturbation grows. The base state

becomes linearly unstable at Rc and the patterned state with wavenumber kc becomes

the stable nonequilibrium steady-state for R > Rc [1, 35].

In the case of RB convection, R = 0 for zero temperature gradient and the resulting

equilibrium state has a uniform temperature equal to the temperature of the boundary

and fluid velocity zero everywhere. For small R > 0 the base state also has fluid velocity

everywhere zero, but now a linear temperature profile in the vertical direction, as dictated

by the Fourier heat law. The conduction state (the base state) becomes unstable at Rc

and for R > Rc the convection state with wavenumber kc takes over and becomes the

stable patterned state.

These three states, the equilibrium state, the base state, and the patterned state,

characterize nonequilibrium phase transitions that pass through them. The key feature

that distinguishes the three states is symmetry. The equilibrium state is defined by fixed,

uniform boundary conditions that smooth out any gradients in the system, thus making

the equilibrium state uniform in space and time. This is the state of maximal symmetry.

Introduction of non-zero gradients on the boundary give rise to the base state. This

breaks the system symmetry in the direction of the flux driven by the gradients. For RB

convection the temperature gradient of the box induces a vertical heat flux, breaking the

symmetry of the temperature field in the vertical direction. However, the temperature

field in the horizontal direction remains uniform for a fixed vertical position. As the

driving is increased further, and R increases past the critical value Rc, the patterned

state emerges and is characterized by symmetry breaking in directions orthogonal to the

driven fluxes. The hexagonal convection cells in the patterned state of RB convection tile

the horizontal directions. We see that the onset of patterns in a nonequilibrium phase

transition occurs through a sequence of progressively broken symmetries. The concept

of broken symmetry is an integral component of the theory developed here, and we shall

return to this idea several times throughout.
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As mentioned above, there are some strong analogies between equilibrium phase tran-

sitions and nonequilibrium phase transitions. Both involve a rapid change in qualitative

behavior of the system as some control parameter passes through a critical value. In both

cases, the change in behavior involves breaking symmetry. A selection must be made

when symmetry is broken in both cases, and the selection is dictated by random, micro-

scopic fluctuations. When a spin system cools to the magnetic phase, the system can

either have all the spins align up or all align down. Similarly, when convection sets in for

the RB system, the convection columns have to organize so that adjacent columns flow

in different directions, but which columns flow up and which flow down depends on the

detailed conditions of the system leading up to the instability. This influence of small

fluctuations becomes important in the far-from-equilibrium regime.

From renormalization theory, we understand there is a universality to equilibrium

phase transitions [28]. The specific microscopic details of a system are inconsequential

for determining its critical behavior. There is a similar universality for nonequilibrium

phase transitions due to generic forms of bifurcation that can occur at Rc [29]. For

example, static striped patterns can occur in RB convection and the Belousov-Zhabotinsky

reaction-diffusion system, because the imaginary component of the temporal exponent of

the critical mode is zero for both.

The most significant distinction between the two types of phase transitions is found

in their names. Being in thermodynamic equilibrium, or not, makes a world of difference.

In equilibrium, thermodynamic quantities are always well-defined and crucially the 2nd

Law applies. Measuring entropy or free energy values is so important in equilibrium ther-

modynamics because the 2nd Law provides a selection principle of the unique equilibrium

state in terms of these quantities: the equilibrium state is that which maximizes entropy

or, equivalently, minimizes free energy, subject to boundary constraints. It can not be

stressed enough that there is no thermodynamic selection principle for nonequilibrium

states [36, 37]. Extremum principles based on entropy production have been proposed,

being perhaps the most straightforward nonequilibrium generalization of the 2nd Law,

but it has been shown that extremizing entropy production can not provide a universal
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selection criteria for nonequilibrium states [38, 39].

Selection of the patterned state in nonequilibrium phase transitions comes not from a

thermodynamic state-selection principle, but as we’ve seen, from analysis of the dynamical

equations of motion. Linear stability analysis shows that a critical mode begins to grow as

the system moves through Rc, and perturbation theory (e.g. amplitude equations [40, 1])

shows how this growing mode saturates to create the patterned state. Which mode grows

and how it saturates is dictated, in this close-to-equilibrium regime, by the geometry of

the boundary conditions.

Notice that equilibrium thermodynamics is a static theory of state and what might

cause one state to change into another state. Time is not a thermodynamic variable.

Nonequilibrium, in contrast, is concerned with process. Even to determine time-independent

nonequilibrium states, we must invoke the dynamical equations of motion. Prigogine de-

scribes it succinctly [41]: equilibrium is about being, while nonequilibrium is about be-

coming. If there is to be a nonequilibrium selection principle, it will be one of process,

not of state. A leading candidate for such a theory employs information theory to define

a time-dependent thermodynamic entropy [39, 42], or path entropy [43], from which to

generalize the 2nd Law: the nonequilibrium state at time t is the final state that results

from the process that maximizes the time-dependent entropy from the initial state at

time t0, subject to macroscopic constraints of the process (e.g. thermal driving). While

this information-theoretic framework, known as the Principle of Maximum Entropy, adds

a satisfying logical foundation to equilibrium statistical mechanics and nicely generalizes

to linear near-equilibrium thermodynamics, it does not make novel thermodynamic pre-

dictions outside of these already-understood regimes. Near-equilibrium thermodynamics

is recovered using linear perturbation theory. Predictions for the far-from-equilibrium

frontier are thus out of reach, as the necessary calculations are intractable. We will see

that this kind of intractability is characteristic of the far-from-equilibrium regime where

we find patterns and structure in the natural world.
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1.1.2 Far From Equilibrium

Here we use the term nonequilibrium phase transition to refer to the primary bifurcation

that occurs close to equilibrium. As described above, this is when the base state (the

nonequilibrium steady-state closest to equilibrium) first loses stability. The new stable

state that appears after this first instability is what we have referred to as the patterned

state. This state however can also lose stability as R is increased further beyond Rc and

subsequent bifurcations occur. Phenomenologically, the resulting states have a further

reduction in symmetry and exhibit more intricate patterns.

Nonequilibrium phase transitions have been thoroughly studied because they provide

a setting to study the onset of patterns that is amenable to mathematical analysis and

experimental investigation. This is due to simplified boundary conditions and the sim-

plicity of the base state, which is uniform in the orthogonal direction. However, most

of the interesting pattern and structure we observe in the natural world, such as in the

clouds of Jupiter seen above, occur far from equilibrium with R >> Rc. In the framework

of bifurcation theory, we can understand natural pattern and structure as resulting from

a series of many bifurcations that progressively reduce symmetry and increase complex-

ity. In fact, most natural patterns are far enough from equilibrium that all semblance of

symmetry in the observed patterns has been eliminated.

There is no general theory to predict what patterns and structures may emerge far

from equilibrium. As stated by Harry Swinney, “Far beyond the primary instability, each

system behaves differently. Details matter... There is no universality” [35]; and from

Philip Ball, “... the patterns of a river network and of a retinal nerve are both the same

and utterly different. It is not enough to call them both fractal, or even to calculate

a fractal dimension. To explain a river network fully, we must take into account the

complicated realities of sediment transport, of changing meteorological conditions, of the

specific vagaries of the underlying bedrock geology–things that have nothing to do with

nerve cells.” [10]

Thinking of far-from-equilibrium patterns emerging after a sequence of bifurcations

of the near-equilibrium base state gives us a conceptual framework for beginning to un-
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derstand why details and history matter far from equilibrium. We saw above that when

symmetry is broken during a bifurcation a selection must be made by the system when a

patterned state grows and stabilizes (e.g. directions of convective columns in the RB sys-

tem). Far from Rc, not only must selections be made for individual patterned states, but

the selection of the new stable patterned state after the bifurcation is determined by micro-

scopic fluctuations; unlike nonequilibrium phase transitions, a continuum of patterns may

have positive growth rate when the current state becomes unstable during a bifurcation

far beyond the initial instability. If the system goes through several symmetry-breaking

bifurcations, many such compounding selections will be made. The resulting far-from-

equilibrium state will depend on the details leading to each individual selection, as well

as the history of all selections made.

This is not necessarily how far-from-equilibrium patterns form in nature. We know

the patterns in Jupter’s clouds did not arise from an irrotational ball of homogeneous

gas initially isolated from the Sun, with radiative flux and angular velocity slowly turned

up to their present values. Nonetheless, it is not hard to imagine that the emergence

of the observed patterns in Jupiter’s atmosphere similarly depended heavily on the de-

tails of Jupiter’s formation and the specific history of its atmospheric dynamics following

formation.

In either case, far-from-equilibrium patterns and structures present an enormous and

unique challenge. Equilibrium and nonequilibrium phase transitions provide a nice frame-

work for conceptualizing far-from-equilibrium patterns, but their technical tools break-

down and fail in this regime.

Historically, the primary objective in physics is discovering fundamental laws, given as

mathematical equations. Newtons laws of motion and gravitation, Maxwell’s equations

of electro-magnetism (which unify several physical laws discovered prior), the Navier-

Stokes equations of fluid dynamics, Einstein’s laws of relativity, the standard model of

particle physics. Pattern formation, particularly in fluid dynamics, shows that knowing

the equations governing complex phenomena is insufficient for full understanding. Despite

knowing the equations of fluid dynamics for over a century and intense interest in a pattern
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forming system like Taylor-Couette flow, the full phase space of possible behaviors for

this system is still poorly understood [35]. Even outside of pattern formation, it has been

observed that knowing the equations of motion is not always sufficient. As Freeman Dyson

said of general relativity, “It often happens that the understanding of the mathematical

nature of an equation is impossible without a detailed understanding of its solutions. The

black hole is a case in point. One could say without exaggeration that Einstein’s equations

of general relativity were understood only at a very superficial level before the discovery

of the black hole.” [44]

For far-from-equilibrium patterns, the situation is even more troubling. Knowledge of

particular solutions of the system can still be insufficient for understanding. If analytic

solutions can be obtained for complex behaviors, the solutions may be too complicated

to provide much insight. This was the case for a solution of the constrained Euler beam

problem that involved pages of elliptic integrals [35]. Numerical solutions from computer

simulations are now an integral part of science that allow for the analysis of complex

systems for which analytic solutions can not be obtained. Having particular numerical

solutions can still not be enough. Fluid turbulence is a prime example. Despite know-

ing the Navier-Stokes equations for over a century and decades of countless numerical

solutions, turbulence remains a persistent mystery.

For the purposes of this thesis, if a particular system behavior can not be deduced

from the equations of motion governing the system, we refer to this behavior as emergent.

We may observe that the governing equations produce some emergent behavior through

simulation, but the current tools of physics can not tell us how the physical principles

encapsulated by the governing equations give rise to the observed behavior. Further, an

emergent behavior might be quite complex and thus difficult to even describe mathemat-

ically. Simple striped patterns that arise out of the primary instability in RB convection

may be easily described with Fourier modes. This makes the linear instability analysis of

this pattern tractable. Consider though the Great Red Spot of Jupiter. It is a dynamic

and irregular structure with diffuse boundaries. Fully describing the Great Red Spot with

Fourier modes is, in practice, infeasible. Section 1.6 gives a more detailed discussion of
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complexity and emergence.

The work developed in this thesis is an attempt to make progress towards under-

standing natural patterns and structures in the challenging far-from-equilibrium regime.

Giving a formal mathematical accounting of complex pattern and structure, particularly

localized coherent structures, like the Great Red Spot of Jupiter, is the main emphasis.

The tools developed for this purpose will hopefully, in the future, be able to help elucidate

the physical and causal mechanisms that give rise to complex pattern and structure far

from equilibrium.

While there is no general theory for systems far from equilibrium, there are some

basic principles from what little is known about the physics of self-organization that

we will make use of. Knowing the equations of motion or even specific solutions is not

sufficient; they must be supplemented with new analysis tools. Because specific details

for each system matter, the instance-based models of machine learning are appealing for

this task as they learn from, and apply to, specific system instances. In the context of

dynamical systems, we are interested in behavior-driven (sometimes also called data-driven

or equation-free) modeling. Below we will give a brief overview of machine learning and its

relevance for this work, then we will motivate our particular behavior-driven model based

on intrinsic computation — an extension of statistical mechanics that uses computation

theory to capture pattern and structure in dynamical behaviors.
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1.2 In Data

A new data-driven paradigm is beginning to take shape, centered around machine learn-

ing (ML), which has shown to be useful for scientific applications where the governing

equations are not known and we need to extract insight from noisy or imperfect data.

Perhaps less appreciated is the potential of using ML to study complex systems with well

known equations and high-fidelity simulation data, like cellular automata and fluid flows,

as a means of circumventing the difficulties these systems pose to traditional scientific

inquiry.

Machine learning has been remarkably successful in commercial applications, due to

its unprecedented ability to “find patterns in data”. If our interest is in finding patterns

and structure in natural systems, can we do this by running data from natural systems

through a machine learning algorithm? Unsurprisingly, it is not so easy.

While machine learning has already seen some success in scientific application, par-

ticularly in automated curation of large datasets [45, 46, 47], current ML models and

techniques that do not incorporate physical insights are insufficient for scientific discovery

and understanding [48, 49]. For a data-driven scientific paradigm1 to stand equal alongside

the hypothesis-driven paradigm, new data-driven methods are required that discover and

mathematically describe complex emergent phenomena, uncover the physical and causal

mechanisms underlying these phenomena, and are better able to predict these phenomena

and how they evolve over time.

1.2.1 Machine Learning

Machine learning is a large, rapidly expanding field of study [51, 52]. Here we will try to

give a brief overview of the relevant concepts; the details are largely unimportant for our

development. The goal is to introduce some of the difficulties with scientific ML and give

context for how the work developed in this thesis fits into the ML framework.

As a motivating example, consider the common task in computer vision to decide

1I do not embrace the “End of Theory” thesis [50]. Rather, data-driven science requires a new modality
of “theory” and “modeling” to extract actionable insight and understanding directly from data. This
is in contrast to the use of data just to verify and validate insight and understanding from theoretical
models.
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whether a given object is present in an image or not. For example, is there a cat in an

RGB image that is 256 pixels by 256 pixels in size? We can formalize this by seeking a

function f : R3×256×256 → {0, 1}, where f outputs a 1 if there is a cat in the input image

and a 0 otherwise. Trying to design such a function by hand is a daunting task. Machine

learning algorithms instead attempt to learn (approximations of) such functions. If we

cannot write down an explicit mathematical expression for complex structures in far-from-

equilibrium systems, perhaps we can design an algorithm to learn such an expression.

But what does it mean for an algorithm to learn? From Ref. [53], “A computer

program is said to learn from experience E with respect to some class of tasks T and

performance measure P, if its performance at tasks in T, as measured by P, improves with

experience E”.

1.2.1.1 Tasks

The most common task in ML, as with the cat-in-an-image example, is classification. That

is, we seek a function that maps a high-dimensional input into some discrete categories

or classes, typically just a handful: f : RN → {1, ..., k}. Rather than just decide simply

whether an object is in an image, we can ask our algorithm to tell us where an object is in

an image. Bounding-box localization is the simplest; as the name suggests the algorithm

tries to return the original image with a tight bounding box around the desired object if

it is present in the image (i.e. find the smallest sub-image such that f on that sub-image

still gives the object class label). The most complicated localization task is segmentation,

which gives a pixel-level identification of the desired object if it is present. Formally,

an image segmentation algorithm learns a function that maps each pixel in the input to

a class label. A binary segmentation for the cat-in-an-image problem would map each

pixel to a class of either cat-pixel or not-cat-pixel. The task of coherent structure

discovery that we will deal with in this thesis can be framed as a spacetime segmentation

problem: given a spacetime field input we would like a pixel-level identification of any

coherent structures present in the field.

Another common task, regression, can be considered as a generalization of classification

with a continuum of categories: f : RN → R. This is most commonly encountered in
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science applications as curve fitting. There are many other types of tasks in machine

learning which we will not discuss here.

1.2.1.2 Experiences

Most of the current commercial success of machine learning has come in the form of super-

vised learning, where the algorithm learns from ground-truth labels y given in a training

dataset: (x ∈ RN , y ∈ {1, ..., k}). For example, humans have hand-labeled thousands

of images to generate ground-truth training data for image classification learning (e.g.

a human labels a training image 1 if it contains a cat and 0 if it does not) [54]. This

presents an immediate difficulty for scientific applications, where ground-truth often does

not exist. In fact, the whole notion of scientific discovery precludes the notion of a ground-

truth training dataset. Discovery is the act of learning something totally new and often

unexpected.

Discovery in machine learning can only be achieved through unsupervised learning,

where the algorithm learns just from unlabeled inputs x ∈ RN . This then relies on ex-

ploiting some notion of structure in the data. Presently we are interested in discovering

physical structure and pattern in spatiotemporal data. This is a fundamentally unsuper-

vised problem; there is no ground-truth. In essence, we seek to define a ground-truth for

coherent structure segmentation from physical principles.

1.2.1.3 Performance

Let’s briefly return to supervised learning. Consider a parametric classifier model f(x, ~θ)

that gives a class label y for a given input x and fixed set of parameters ~θ. We can

train the model using ground-truth labels in a training dataset by defining a loss func-

tion L
(
f(x, ~θ), y

)
and error rate J(~θ) = E(x,y)∼P̂data

L
(
f(x, ~θ), y

)
. The error rate quan-

tifies how often the model gives the correct label for a given training input. Typi-

cally max likelihood, J(~θ) = E(x,y)∼P̂data
log Pmodel(y|x), or mean-squared-error, J(~θ) =

1
2
E(x,y)∼P̂data

||y− f(x, ~θ)||2, are used. Because P̂data is the empirical distribution from the

training set, J(~θ) is the training error. The model is trained by tuning the parameters ~θ

to minimize training error. Typically J(~θ) is differentiable so that the minimization can

be done through gradient descent.
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Machine learning is distinct from pure optimization because what we actually care

about in machine learning is minimizing an objective function (e.g. error rate) according

to the data-generating distribution Pdata that P̂data is sampled from. This is known as

generalization – the ability to perform well, after training, on previously unseen data. We

want to fit a model that not only makes training error small, but makes the gap between

training and test error small. Underfitting of an ML model occurs when training error

is too large, and overfitting is when training error is small but the gap between training

error and test error is too large. Generalization performance is often described in terms

of a trade-off between bias and variance. Bias represents erroneous assumptions in the

model that prevent it from finding relevant relations between inputs and outputs, and

thus leads to underfitting. Variance represents the sensitivity of f to small differences in

input that can cause the model to overfit to random fluctuations in the training data. See

Ref. [55] for an in-depth discussion.

How can we train unsupervised algorithms without ground-truth labels to compare

against? More troubling, how can we evaluate the effectiveness of a trained model? This

is an extremely difficult problem and something we will grapple with throughout.

In some unsupervised problems the input data can actually be used to provide labels

for itself and thus give a loss function that can be used to train parametric models. This

is known as self-supervision, and as an example can be used for time series prediction

where the prediction error provides a loss function. Self-supervision however can not be

directly used in this way to train a parametric model to discover pattern and structure in

physical data. (As we will see though, one of the physical insights that will be discussed

further in Section 1.3 allows for something akin to the predictive self-supervision just

discussed. While not done here, this opens the possibility of defining a loss function to

train parametric models like artificial neural networks.) Without any kind of error metric

to optimize, we must rely on physical insights to create nonparametric models.

1.2.2 Representation Learning

Much of the effort in machine learning comes in the form of learning good representations

for the input data [56]. Intuitively, we can imagine that there are some key latent features
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of a cat (e.g. whiskers, pointy ears, etc.) that makes them easily recognizable in an image.

If an ML algorithm can identify these features, it is much easier to determine if there is

a cat or not.

Let’s state this idea of feature extraction a bit more formally. Consider data points

x ∈ RN that are split into two classes y1 and y2. If one can insert a hyperplane into RN

such that all points in class y1 are on one side of the hyperplane and all points in y2 are on

the other side, these classes and their labeled data points are said to be linearly separable.

Such classification problems are easy, as algorithms like support vector machines [57] exist

that are guaranteed to converge to an optimal classifier for linearly separable data. Most

classification problems are not linearly separable, but if we can find a transformation ϕ(x)

of the data (known as a feature map) such that points in the transformed space (known

as the feature space or latent space) are linearly separable, then the classification task

becomes easy again.

To demonstrate, consider the toy example of binary circle classification in R2 where

points inside the circle of radius R are in class y1 and points outside the circle are y2.

There is no way to draw a straight line (a hyperplane in R2) that separates points in

y1 from points in y2. Let xi = (xi0, x
i
1) denote the ith data point with components xi0

and xi1. If we keep these two components in R2 as features, but add an additional radial

feature, (x0)2 + (x1)2, then data points in the three-dimensional feature space of ϕ(x) =

(x0, x1, x
2
0 + x2

1) can be separated by a hyperplane at R in the third dimension. Points in

class y1 will lie below the plane and points in y2 will be above.

In most real-world problems, an appropriate choice of the feature map ϕ(x) is not so

obvious. Kernel methods are a powerful class of ML models for which the feature map need

not be given explicitly because the model only requires inner products in feature space.

The inner products can be specified via a kernel function k(xi,xj) = 〈ϕ(xi), ϕ(xj)〉.
If k(xi,xj) is a positive definite kernel (i.e. satisfies Mercer’s condition [58]) then it

implicitly defines a feature map. In some cases, as with the Gaussian kernel k(xi,xj) =

exp(− ||xi−xj ||2
2σ2 ), the implicit feature space is infinite dimensional [59] and thus likely to

linearize the problem.
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Figure 1.4. Depiction of the binary circle classification problem and its solution using
the “kernel trick”. On the left is the problem in the original observable space. Points
inside the circle are colored red, and points outside colored purple. No hyperplane can
separate these points. On the right are the points in the transformed latent space with
an extra radial dimension. In this space a horizontal plane can be drawn at a height
equal to the circle’s radius that will separate points in the two classes. Credit: Shiyu
Ji [3].

This “kernel trick” tends to work well for relatively simple problems like recognizing

hand-written digits, but more advanced problems like identifying and localizing cats in

images requires much more complicated features than kernel methods are capable of,

even with infinite-dimensional feature spaces. For the circle classification example above

we can see the utility of the kind of algebraic features used in kernel methods. It is

perhaps not surprising that such transformations of a full image are not as effective for

identifying cats in images. The dramatic success of deep learning [60] can largely be

attributed to automated feature learning over a much larger class of complex features.

Convolutional neural networks are particularly effective for computer vision tasks because

of the translationally-invariant localizing features they are able to learn. The successive

layers of a deep neural network learn transformations that extract abstract features like

edges, textures, etc. Like kernel methods though, finding effective features makes the

classification problem linear (or as close to linear as possible); the final layer of most deep
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learning classifiers is a standard linear classifier that places hyperplanes in the learned

feature space.

For methods like supervised deep learning, the user need not specify in any form what

features the algorithm should try to learn. Given an expressive enough architecture and

enough labeled training data, the network can figure it all out for itself. Representation

learning is a subfield of ML that attempts to more directly specify or control the latent fea-

tures or representations [56]. This is particularly useful in high-dimensional unsupervised

learning problems where relatively few features are desired to help discover “patterns and

structure” in the data. Such methods fall under the heading of dimensionality reduction.

The canonical technique is principle component analysis (PCA) [61], in which the data

is transformed into a linearly uncorrelated basis set by taking the leading eigenvectors of

the data covariance matrix. PCA is often used in computational fluid dynamics (though

typically called Proper Orthogonal Decomposition in that context); for example in re-

duced order modeling where expensive direct numerical simulations of the Navier-Stokes

PDE are replaced with cheaper solutions of a finite number of ODEs that are Galerkin

projections of POD modes [62].

While the features learned by convolutional neural networks are much more effective

for identifying cats in pictures than the features learned by kernel methods, deep neural

networks are inadequate for extracting physically-meaningful pattern and structure from

physical data. Deep neural networks are surely expressive and flexible enough to express

these features, but we emphasize again that ground truth for physical pattern and struc-

ture does not exist. Thus the problem for deep learning is not in expressing the features,

but in how to learn the features. Our quest here is to give a rigorous and principled

definition of pattern and structure in nature from physical principles, and deep learning

will not be of help for this task.

Operator-theoretic methods have risen to prominence as physics-based representation

learning for high-dimensional dynamical systems. Consider a discrete-time dynamical

system,

xt+1 = f(xt) . (1.4)
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The Koopman operator K [63, 64] gives the dynamics in feature space,

(Kϕ)(x) = ϕ
(
f(x)

)
. (1.5)

Here the features (typically called observables in this context) are scalar functions on the

state space, ϕ : RN → R, i.e. individual components of the feature maps described above.

The Koopman operator acts on the Hilbert space of all possible observables. Analogous

to the kernel trick, the boost to infinite dimensions linearizes the dynamics; K is a linear,

infinite-dimensional operator. Any nonlinear dynamic f can be made linear through K,

but at the price of requiring infinite dimensions.

Finite-dimensional approximations of K have shown to be quite useful [64, 65]. The

popular Dynamic Mode Decomposition [66, 67] is a simple linear method that approxi-

mates the infinite-dimensional Hilbert space with a finite-dimensional subspace spanned

by linear monomials. DMD attempts to find the best linear approximation to f and is

most effective in describing growing or decaying oscillatory modes. Nonlinear generaliza-

tions like Extended Dynamic Mode Decomposition [68] and Time-Lagged Independent

Component Analysis [69] perform regression in a finite-dimensional subspace spanned by

a given library of (potentially nonlinear) observable basis functions to approximate K.

These nonlinear methods can also be used to approximate the Perron-Frobenius operator,

which is the dual of the Koopman operator and evolves distributions over the state space.

Modes of finite-dimensional approximations to the Perron-Frobenius operator (and the

related transfer operator) are used to extract slow modes (metastable states) [70] and

almost-invariant sets [71, 72].

Operator-based methods are the most similar approaches to the physics-based repre-

sentation learning methodology for spatially-extended dynamical systems that we develop

here. While the physical principles we pursue for a general theory of pattern and structure

will take us in a different direction, there are many similarities with operator methods.

However, a detailed technical discussion of these similarities is outside the scope of this

thesis.

To recap, we seek a theory of pattern and structure in far-from-equilibrium physical

systems. Because these are emergent behaviors that can not be deduced from the govern-
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ing equations we turn to data-driven methods, rather than traditional analytics, to study

structured behaviors directly. That is, we seek a behavior-driven theory of pattern and

structure. Machine learning methods like deep learning are capable of extracting com-

plicated patterns and structure from data, but only if trained on ground-truth examples,

which do not exist for this problem and are in fact what we want to define. Unsupervised

operator-theoretic dimensionality reduction methods come closest to what we seek, and

indeed are capable of capturing physically-meaningful structures in certain cases. The

formal theory we develop captures a more general and abstract notion of pattern and

structure, and because it is a behavior-driven theory it provides an unsupervised repre-

sentation learning method to extract these features directly from spatiotemporal data.

To establish context for this theory we start with dynamics, where we find that non-

linearity is, on the one hand, required for the emergence of complex structures, but on

the other an enormous challenge for traditional mathematical analysis.
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1.3 In Theory

From the outset of modern dynamical systems theory Poincaré had run up against what

we now call deterministic chaos and realized the predictive limitations for complex dynam-

ical systems [73]. Not only are nonlinear systems generally not solvable, their exponential

sensitivity to initial conditions can make solutions difficult or impossible to even reason-

ably approximate [74]. Initiated by Poincaré, the emphasis for such systems moved to

qualitative analysis, e.g. classifying types of permitted orbits based on their stability and

topological properties [75, 76]. Consider a dynamical system ẋ = F (x), x ∈ M , where

the phase space M is a manifold of dimension n and F : M → Rn is a vector field. Rather

than seek a general solution x(t) for any initial condition x0 ∈ M , we are interested in

qualitative properties of the orbits traced by x(t). Does x(t) approach a fixed point or

more general limit cycle as t → ∞? For what values of x0 ∈ M do the orbits reach this

limit cycle?

When speaking of a system’s behaviors we formally mean its orbits — the trajectories

x(t) traced out by the time-evolution of an initial condition x0. This may seem like unnec-

essary terminology for low-dimensional systems, but it is rather useful in high-dimensional

systems as very high or infinite dimensional spaces are difficult to conceptualize. When

viewing video of a fluid flow it is much easier to track qualitative behavior of the flow,

rather than track the evolution of every point in space over time. It should be noted that

we are capable of tracking qualitative behavior precisely because the states and orbits of

the fluid flow are, in some way, structured.

Qualitative dynamics seeks to answer questions about a system’s behaviors, its allowed

orbits, by analyzing specific solutions (rather than general solutions) of the equations of

motion. For instance, under what conditions is a solution stable to small perturbations?

This is feasible in low dimensions and for certain idealized cases in high dimensions.

For more complex systems this is no longer feasible. We instead seek to use a system’s

behaviors to answer questions about the system [77]. Often in these systems the interest

is in certain properties of the complex behaviors themselves and how the behaviors may

undergo drastic spontaneous change, as with the fluid instabilities studied by Bénard,
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Rayleigh, and Taylor. In particular, we are interested here in behaviors that have complex

pattern and structure, how these behaviors may spontaneously arise, and how they evolve

over time.

Our study of pattern and structure in a system’s orbits has its foundations in the field of

symbolic dynamics [78], which lies at the interface of dynamical systems and computation

theory. The core physical principle of our physics-based machine learning approach is

broken symmetry. The minimal machine presentations [79, 80, 81] of symbolic dynamics

provide a mathematical formalism to define a notion of pattern as generalized symmetry.

Building on this, our theory defines coherent structures in terms of locally-broken patterns

(generalized symmetries). This development is outlined below. Symbolic dynamics is

discussed further in Section 2.3. Machine presentations are discussed in Chapter 3, with

the algebraic theory of patterns as generalized symmetries given in Section 3.1.6.

A natural simplification for dynamical systems is to discretize time. This can be done,

for example, using Poincaré return maps [73, 82] which measure intersections of continuous

orbits with a subspace of M that is transverse to the flow f . Qualitative behavior of orbits

are persevered by Poincaré maps; (quasi-)periodic orbits of the continuous system lead

to (qusi-)periodic orbits of the return map, etc. However time is discretized, we can

generally consider a discrete-time dynamical system as a compact metric space M but

now with a continuous function f : M → M that simply maps from the phase space

to itself. Orbits are given as the iterates {x0, f(x0), f 2(x0), f 3(x0), ...}. Originating with

Hadamard’s study of geodesic flows on surfaces of negative curvature [83] (contemporary

with Poincaré), symbolic dynamics makes the further simplification of discretizing the

phase space M . Consider a measurement partition g : M → A such that g uniquely

maps each x ∈ M to a symbol in the finite set A. Here the system’s orbits are replaced

with sequences of symbols from A, and the potentially complicated dynamic f is replaced

with a trivial shift dynamic σ that simply moves indices of each symbol in the sequence.

System behaviors are now given as bi-infinite symbol sequences. The conversion of a

continuous dynamical system into sequences of observed measurement symbols is referred

to here as dynamical structure modeling, and is discussed further in Section 2.1.2, with
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details of phase space discretization through measurement partitions given in Section 2.2.

These symbol sequences are the objects of study of symbolic dynamics, and allow for the

use of computation-theoretic models to formally capture the pattern and structure of the

dynamical evolution of symbols.

The collection of all bi-infinite sequences of symbols from A is known as the full-A shift

and is denoted as AZ. A shift space is a compact shift-invariant subset of AZ, denoted as

X . There are many ways to specify a particular shift space; the most common is through

specification of a set F of forbidden words. The shift space XF ⊆ AZ is the set of all

bi-infinite symbol sequences that do not contain any finite sequences in F . If F is finite

then XF is a shift of finite type, originally coined intrinsic Markov chains as the support

of any Markov chain is a shift of finite type. If F is a regular language [84] then XF is

known as a sofic shift. The class of sofic shifts is the smallest collection of shift spaces

that contains all shifts of finite type and is closed under continuous surjective maps [85].

The notion of forbidden words in system behavior starts us towards a theory of pattern

and structure. If the set of forbidden words for a system has a high computational

complexity then the system itself must be, in some way, highly complex. But how do we

make this operational? How does specification of what can not happen induce structure

in what can happen? This is where we need the notion of a model of system behavior,

and more specifically, computation-theoretic models of algorithm and effective procedure

[86]. One can think of a pattern as being a predictive regularity. Similarly, a model can

be thought of as a compressed representation that predicts a system’s allowed behaviors.

Knowing what is not allowed enables a model to better predict what is allowed. Once

we have a model of a system’s behaviors we can ask how much computational resources

the model needs — the number of bits the model has to store about the process — in

order to make its predictions. There may be many models that optimally predict a given

system’s behaviors. However, there will always be some lower bound on the minimal

computational resources required, and we are thus interested in minimal models. For a

model to optimally predict with minimal resources that model must capture pattern and

structure present in the system’s behaviors.
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Indicative of the interesting connections between complex dynamical systems and com-

putation theory provided by symbolic dynamics, sofic shifts are those that can be defined

by finite automata models. Every sofic shift X can be presented by a minimal finite

automata that generates exactly the elements of X . One important property to highlight

here is that sofic shifts and their presenting automata have a defining semi-group alge-

bra [85, 87]. Symmetry is perhaps the most important and useful idea in all of physics.

In scientific machine learning, physics is most often incorporated through symmetry con-

straints, using group equivariance [88, 89, 90]. For pattern and structure, symmetry and

its group algebra is too strict. The semi-group algebra of sofic shifts provides a mathe-

matical formalism for capturing pattern and structure as generalized symmetries of the

system.

Though symbolic dynamics originated as a tool for studying dynamical systems through

measurement discretization, the field itself has largely been concerned with the mathemat-

ical properties of abstract shift spaces. In parallel to the study of shift spaces, the early

work in dynamical structure modeling (also called nonlinear modeling) first introduced

the quantitative information measures of Shannon’s theory of communication [91] to dy-

namical systems using discretizing measurement partitions [92, 93, 94, 95, 96, 97, 98]. A

more in-depth historical review can be found in Ref. [99]. Building on these foundations,

a new generation of physicists grappling with the implications of deterministic chaos,

most notably Wolfram [100, 101], Grassberger [102], and Crutchfield [103], first employed

the machine presentations of shift spaces to analyze the complexity of dynamical sys-

tems. Crutchfield and his collaborators used information theory to synthesize symbolic

dynamics and its computation-theoretic models with statistical mechanics to develop an

operational framework of pattern and structure for complex natural systems. This body

of theory is called computational mechanics [104].

1.3.1 Computational Mechanics

To capture pattern and structure in ensembles of behaviors computational mechanics

employs a minimal, but now stochastic, model that optimally predicts the distribution

over behaviors. It does so by relying on a weak notion of causality; the assumption that
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the system is a channel [105] that communicates its past to its future through the present.

This leads to the causal equivalence relation, which will be described in more detail below

and in Chapter 3;

pasti ∼ε pastj ⇐⇒ Pr(Future|pasti) = Pr(Future|pastj) . (1.6)

The equivalence classes over pasts induced by the causal equivalence relation are known

as the causal states of the system; they are the unique minimal sufficient statistic of the

past for optimally predicting the future, and are analogous to the states of a presenting

automaton for a sofic shift. The idea of internal states of machines being equivalent

histories goes back to the origins of the physics of computation, as outlined in Section 2.1.1.

Notice the causal states and the causal equivalence relation they are built from do not

reference any governing equations of motion. Computational mechanics is a behavior-

driven theory; pattern and structure of a system’s behaviors are discovered directly from

the behaviors themselves. This is in contrast to “symbolic regression”, in which one

attempts to discover the equations of motion by fitting the observed data to some pre-

specified function basis [106, 107, 108, 109]. The machine presentations discovered by

computational mechanics provide a more general and abstract representation of the sys-

tem’s dynamics from which pattern and structure may be extracted. As we discuss more

in Section 1.6, an alternative modeling paradigm like machine presentations is required

for emergent behaviors that can not be deduced from the equations of motion. Hence we

emphasize that our use of behavior-driven models is not because we just don’t know the

governing equations for the systems we are interested in; rather it is that the equations

can not help us understand the complex emergent behaviors we are interested in (and so

discovering the governing equations is similarly not helpful for this work).

Like the use of Koopman modes for dimensionality reduction, the latent causal state

representations are accessed through an infinite-dimensional feature space. For the Koop-

man operator, this is the space of all observables; for causal states it is the joint space of

infinite-length pasts and futures. Similarly, as all dynamics are linearized in the observ-

able feature space of the Koopman operator, so are they linearized in the feature space

of pasts and futures via the shift operator. The linear shift dynamic in the joint feature
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space of pasts and futures is the data-generating process that gives the data-generating

distribution Pr(Future|past) which defines the causal states.

Most of the development of computational mechanics has been for strictly temporal

systems. Shalizi, along with Hanson and Crutchfield, developed the foundations for com-

putational mechanics in spatiotemporal systems. The key step in moving to spacetime

is to use lightcones as local notions of past and futures, so that two past lightcones `−i

and `−j are causally equivalent if they have the same conditional distribution over future

lightcones;

`−i ∼ε `−j ⇐⇒ Pr(L+|`−i ) = Pr(L+|`−j ) . (1.7)

The equivalence classes induced by (1.7) are called local causal states [110]. These are

the main objects of interest for this thesis. We will use the local causal states to create

an unsupervised physics-based representation learning method that extracts (potentially

hidden) pattern and structure in spatiotemporal systems.

The ε-function, which generates the causal equivalence classes, is the feature-map

from past lightcones to local causal states; ε : `− 7→ ξ. Segmentation of a spatiotemporal

system is achieved by mapping a spacetime field x to its associated local causal state field

S = ε(x): every local point in spacetime x(r, t) is mapped to its latent local causal state

via its past lightcone ξ = S(r, t) = ε
(
`−(r, t)

)
. Crucially, this ensures the global latent

variable field S maintains the same coordinate geometry of x so that localized structure

in x can be identified via properties of S in the same region.

We discussed in Section 1.2 how deep neural networks are capable of learning compli-

cated and powerful representations of image data when trained on ground-truth labels.

But deep neural networks can also be used for unsupervised representation learning using

the autoencoder framework. Autoencoders are feedforward neural networks that attempt

to learn the identity function through a bottleneck latent space: an input X is encoded

into a latent space Z = ϕ(X), where dim(Z) << dim(X), and then a decoding is learned

from the latent space back to a reconstruction of the input X = ϕ−1(Z). The intuition

behind how autoencoders learn structural representations of their input is quite similar

to that of the local causal states; to optimally decode the input from a minimal encoding,
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that encoding must capture pattern and structure in the input. Autoencoders however

have not been shown to be capable of capturing the kind of physical pattern and structure

we are interested in here from snapshot images of spatiotemporal systems [111]. Given

the physical insights of computational mechanics, this is not surprising. Autoencoders

used in this way do not take dynamics and time evolution into account.

(X)
(
S = ε(X)

) (
X = ε−1(S)

)

(
S̃ = Φ(S)

) (
X̃ = ε−1(S̃)

)

encode: ε decode: ε−1

Φ

decode: ε−1

I ≈ ε−1ε

Figure 1.5. Local causal states as predictive spacetime autoencoders. An observable
spacetime field X, up to time t (shown as a red horizontal line), is mapped to the local
causal state field S = ε(X). Using, ε−1, a reconstructed spacetime field can be created
X = ε−1(S). With the inferred stochastic dynamic over local causal states, Φ, the
states can be evolved forward in time to produce a forecasted local causal state field
S̃ = Φ(S). The forecasted state field is then mapped to a forecasted observable field

X̃ = ε−1(S̃).

With this said, we can formally connect local causal states with autoencoders. A

stochastic inverse of the ε-function, ε−1, can be defined that reconstructs an observable

spacetime field from a local causal state field. From this, we can view the local causal states

as a spacetime autoencoder; as shown in Figure 1.5 the ε-function encodes an observable

spacetime field x to the compressed latent field S and ε−1 decodes to a reconstructed

observable field x = ε−1(S ).

There are several points to note. First, unlike typical neural network autoencoders,

the local causal states are nonparametric models and so rather than using the encoding

and decoding together to train parameters like neural network autoencoders, the ε-map
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and its inverse are learned directly by approximating the local causal equivalence relation

from data. Second, as already mentioned, a crucial distinction is that the ε-map encoding

is done locally so that the latent space and observable space share a spacetime coordinate

geometry. The latent space of a neural network autoencoder does not share geometry with

its inputs because of how the bottleneck is created. For local causal states approximated

from real-valued spacetime data, the bottleneck comes from having a finite number of

latent local causal states. Lastly, as mentioned, taking temporal evolution into account is

critical. Because of this, viewing local causal states as spacetime autoencoders in this way

is not particularly useful. However, a stochastic dynamic can be defined over the local

causal states using Markov shielding (see Section 3.2.2.3 for Markov shielding). This,

combined with the ε−1 decoding, allows for spacetime forecasting; infer the local causal

states and their dynamics up to the present time, evolve the states forward in time, then

decode to a predicted observable field. This view of the local causal states as predictive

spacetime autoencoders is useful, as it provides an objective metric for optimal (temporal)

prediction through a minimal latent space that can help deal with, and correct for, the

approximations that are necessary for estimating causal equivalence from data. Having

this performance metric also opens the path for self-supervised training of parametric

neural network models (though we do not do so in this thesis).
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1.4 In Cellular Automata

In the strictly temporal case, a minimal model that optimally predicts the future from

the past captures the structure of the system’s temporal evolution. It is less clear, in the

spatiotemporal case, whether local models that optimally predict future lightcones from

past lightcones at each point in spacetime can capture collective organized structures over

extended regions in space and how they evolve in time to produce spacetime structures.

To investigate the capacity of the local causal states to capture extended spacetime

pattern and structure we start with the simplest mathematical models of pattern forma-

tion. Cellular automata (CA) are fully-discrete spatially-extended dynamical systems.

Space is discretized into a regular lattice, and each site on the lattice takes values from

a discrete alphabet x ∈ A. The spatial lattice evolves in discrete time steps according to

a local update rule; each site xr
t (subscripts denote time, superscripts sites) is updated

according to a local update rule φ that is a deterministic function of the radius R neigh-

borhood of xr
t . Because each site takes discrete values, there is a finite number of possible

neighborhood values. Thus φ is given as a lookup table that specifies the output for each

possible neighborhood. The full spatial lattice is updated by synchronous application of

φ at each site on the lattice. Spacetime fields x of a CA are the orbits of the evolving

spatial lattice. CAs are described in more detail in Section 4.1.

This very simple form for the equations of motion, which can be carried out by hand,

is capable of producing arbitrarily complex behaviors; many cellular automata support

universal computation and thus in principle can be used to reproduce any scientific sim-

ulation. Even in the simple class of elementary cellular automata (ECA), one spatial

dimension with R = 1 and A = {0, 1}, at least one ECA can support universal computa-

tion and many others produce organized pattern and structure that spontaneously emerge

from random initial conditions. As such, cellular automata, and ECAs in particular, have

become flagship models of spontaneous self-organization. Cellular automata are also very

important models of complex systems because of the dual role they play as self-organizing

dynamical systems and models of distributed computation. As we will see in more detail

in Chapter 2, there are many interesting connections between models of computation and
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complex dynamical systems, and cellular automata comfortably play both roles.

An early indication that local causal states are indeed capable of capturing collective

structure and organization in spacetime was Shalizi et al’s use of the local statistical com-

plexity — the point-wise entropy over local causal states — to outline coherent structures

in cellular automata [112]. The local statistical complexity is used as a diagnostic scalar

field [113] from which coherent structures are visually identified. However, we have found

that local statistical complexity can produce both false negative and false positive identifi-

cation of known coherent structures in CAs. Misidentifications occur due to a mechanism

we have called local causal state contamination.

Here we seek not just an objective method of identifying coherent structures, but a

formal and principled accounting of organized pattern and structure using the local causal

states. To do so, we want to use algebraic and geometric properties of the local causal

state fields S = ε(x), rather than rely on the local statistical complexity. The subjective

nature of coherent structure detection using local statistical complexity allows for some

wiggle room in local causal state reconstruction. For our purposes, we need a more

exact reconstruction technique with convergence guarantees. We created the topological

reconstruction technique that enables exact reconstruction of finite approximations to

the topological variants of the local causal states, with convergence guarantees using the

number of unique (`−, `+) pairs seen during inference [114]. See Section 4.2 for more on

topological reconstruction.

Using topological reconstruction, we show in Chapters 4 and 5 that invariant sets

in the observable CA field x correspond to spacetime symmetries in the corresponding

latent local causal state field S = ε(x) [115, 114]. These spacetime invariant sets and

associated regions in general CA spacetime fields are known as domains [5], in analogy

with equilibrium statistical mechanics. Domains are formally defined in Section 4.4. They

generalize the notion of spacetime pattern associated with regular symmetry. Explicit

symmetry domains, like the hexagonal cells of RB convection, exhibit spacetime symmetry

in the observable field, and hence also in the local causal state field. There are invariant

sets of CAs that have spacetime symmetry in the local causal state field, but not in the
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observable spacetime field. As we will see, although the observable fields of these hidden

symmetry domains do not posses explicit symmetry, they do have a form of stochastic

symmetry. Interestingly, domains of cellular automata appear to be related to additive

dynamics of the CA, or more generally permutive dynamics [114], as detailed in Chapter 5.

Using domains as a formalization of generalized patterns in spacetime, in Chapter 6

we give a rigorous and principled definition of coherent structures in cellular automata

as spatially localized, temporally persistent non-domain regions in spacetime [115]. This

gives a formal definition to the notion of coherent structures as locally broken symmetries.

Complications due to contamination arise in practice when trying to objectively identify

coherent structures in CAs using this definition. Fortunately, topological reconstruction

allows for a method of correcting for contamination that identifies CA structures that

agrees well with an established method (known as domain particle interaction decompo-

sition [5, 116, 4], described in Section 4.4.1) that filters out spatial regions incompatible

with the invariant set of spatial configurations [115]. A sample coherent structure seg-

mentation of ECA rule 110 using the local causal states is shown in Figure 1.6. The

background domain states have been identified from their spacetime symmetry and all

of these domain states in the local causal state field are mapped to the color white in

the filter. All other non-domain states, which highlight the coherent structures and their

interactions, are colored black in the filter. We emphasize that this kind of visual filter-

ing is only possible due to the shared coordinate geometry of the observable spacetime

field and the local causal state latent field. Other examples are given in more detail in

Chapter 6.

Taken together, these results on cellular automata show that the local causal states,

designed for optimal local prediction over lightcones, can, in a principled way, capture

collective pattern and structure in spacetime. However, cellular automata are idealized

mathematical models. Can these local causal state techniques be extended to the pat-

tern and structure found in natural systems far from equilibrium? As a behavior-driven

model, the local causal states require only spacetime fields, whether they are from cellular

automata or general circulation climate models. The main practical difference between
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(a) Raw spacetime field.

(b) Local causal state domain-nondomain filter.

FIG. 7. ECA 110 structures: (a) A sample field evolved from a
random initial configuration. (b) A local causal state domain-
nondomain filter with domain sites in white and nondomain
in black. Lightcone horizons h≠ = h+ = 3 were used.

from the heightened complexity of its domain. Exactly
how, though, remains an open problem.

C. Hidden stochastic symmetries

Our attention now turns to ECAs with hidden sym-
metries and stochastic domains. These are the so-called
“chaotic” ECAs. Since the structure of an ECA’s domain
heavily dictates the overall behavior, stochastic domains
give rise to stochastic structures and hence, in combi-
nation, to an overall stochastic behavior. To be clear,
since all ECA dynamics are globally deterministic—the
evolution of spatial configurations is deterministic—the
stochasticity here refers to local structures rather than
global configurations. In contrast to explicit symmetry
ECAs whose structures are largely identifiable from the
raw spacetime field, the structures found in stochastic-
domain ECAs are often not at all apparent. In this case
the ability of our methods to facilitate the discovery and
description of such hidden structures is all the more impor-
tant and sometimes even necessary. While the distinction

between stochastic and explicit symmetry domains does
not make a di�erence when determining DPID’s space-
time invariant sets, local causal state inference is relatively
more di�cult with stochastic domains, usually requiring
large lightcone depths and an involved domain-structure
analysis.

Here, we examine ECA 18 in detail, as its stochastic
domain is relatively simple and well understood. An
empirical domain-structure analysis of ECA 18 was first
given in Ref. [105] and then more formally in Refs. [106–
109], which notes the domain’s temporal invariance. It was
not until the FME was introduced in Ref. [50] that this
was rigorously proven and shown to follow within the more
DPID general framework. The distinguishing feature of
ECA 18’s domain observed in the early empirical analysis
was that the lookup table „18 becomes additive when
restricted to domain configurations. Specifically, when
restricted to domain, „18 is equivalent to „90, which is the
sum mod 2 of the outer two bits of the local neighborhood;
xr
t+1 = „90(xr≠1

t xr
txr+1

t ) = xr≠1
t + xr+1

t (mod 2).
ECA 18’s structures illustrate additional complications

of local causal state analysis with stochastic symmetry
systems. Nondomain states of ECA 54 and other explicit
symmetry ECAs always indicate a particle or particle
interaction, after transients. This is not the case with
chaotic ECAs, and our formal definition is needed to
identify ECA 18’s coherent structures.

1. ECA 18’s domain

Iterates of a pure domain spacetime field x�18
for the

ECA 18 domain �18 is shown in Fig. 8(a). White and
black cells represent site values 0 and 1, respectively. A
symmetry is not apparent in the spacetime field. One
noticeable pattern, though, is that 1s (black cells) always
appear in isolation, surrounded by 0s on all four sides.
This still does not reveal symmetry, since neither time nor
space shifts match the original field. When scanning along
one dimension, making either timelike or spacelike moves
(vertically or horizontally), one sees that every other site
is always a 0 and the sites in between are wildcards—they
can be either 0 or 1. Making this identification finally
reveals the symmetry in the ECA 18 domain [50].

In contrast to this ad hoc description, the 0-wildcard
pattern is clearly and immediately identified in the local
causal state field S� = ‘(x�), shown in Figure 8(b). State
A occurs on the fixed-0 sites and state B on the wildcard
sites. And, these states occur in a checkerboard symmetry
that tiles the spacetime field. An interesting observation
of this symmetry group is that it has rotational symmetry,
in addition to the time and space translation symmetries.

Figure 1.6. ECA 110 structural segmentation: (a) A sample observable field evolved
from a random initial configuration. (b) A local causal state coherent structure seg-
mentation filter with domain sites in white and non-domain in black.

CAs and climate or fluid simulations is that CAs are discrete-valued fields, which greatly

simplifies reconstruction and local causal state inference. For real-valued reconstruction

more approximations are required and we no longer have convergence guarantees. This

makes model evaluation much more difficult, especially because there is no ground-truth

for the complex structures we are interested in. That being said, the local causal states

still hold great promise for analyzing far-from-equilibrium pattern and structure.
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1.5 In Complex Fluid Flows

Coherent structures [62, 117] form a “hidden skeleton” of complex fluid flows that heav-

ily dictate material transport [118]. They are responsible for “Lévy flights” which lead

to a probability distribution over tracer particles with a divergent second moment that

can not be accounted for by normal diffusive processes [119]. Understanding these struc-

tures and being able to better discover them in real-world data will improve forecasting

of damaging contaminants in globally significant events; volcanic ash from the Eyjafjal-

lajökull eruption, oil from Deepwater Horizon, and radioactive contamination following

the Fukushima reactor disaster are recent examples. Similarly, extreme weather events

such as atmospheric rivers, cyclones, and blocking events play a crucial role in thermal and

material transport in the global climate system. Detecting, classifying, and characterizing

weather and climate patterns is a fundamental requirement to improve our understanding

of extreme weather and climate events, their formation, and how they may change with

global warming.

More generally, coherent structures in far-from-equilibrium systems can be understood

as key organizing features that heavily dictate the dynamics of the full system. From a

machine learning perspective, they provide a “natural” dimensionality reduction from

the full high-dimensional system to relatively few collective features. They are crucial

to understanding and predicting the full high-dimensional system. And, as with extreme

weather events, the coherent structures are often the features of interest.

While the importance of coherent structures in complex fluid flows is widely under-

stood, there is no accepted definition for what a coherent structure is, exactly, and no

principled method for identifying coherent structures in specific flows. Again, there

is no ground-truth. Recently though, the Lagrangian approach has gained popular-

ity [71, 118, 117]. In this, coherent structures are seen as material surfaces with charac-

teristic deformations induced by the Lagrangian particle flow. Each point of the surface

at some initial time is viewed as a tracer particle, and the Lagrangian evolution of all

tracer particles then acts as a continuous deformation of the surface through time. How-

ever, even in this Lagrangian framework there are many different approaches for specific
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implementation of these ideas and there is no consensus on which is “correct” [113].

We make no claim that the local causal states will be the “correct” approach to coher-

ent structures in complex fluid flows. However, they do provide a novel and interesting

perspective on this difficult challenge. The algebraic interpretation of patterns as gener-

alized symmetries, which are broken locally by coherent structures, provides an appealing

physical basis for the local causal state approach.

While we are interested in using the local causal states to analyze the same phenomeno-

logical structures as the Lagrangian approaches, the local causal states are inferred from

spacetime fields and thus are an Eulerian method. A frequent objection to (instanta-

neous) Eulerian approaches for coherent structures is that they will depend on the frame

of reference. This is not the case, however, for the local causal states since they are local

models which are constructed from lightcones. Because lightcones are defined purely in

terms of distances, they are invariant under Euclidean isometries and thus independent

of frame-of-reference. In addition to their much greater generality (i.e. they do not re-

quire any notion of Lagrangian flow), the local causal states are a promising approach

due to the formal coherence principle of locally broken symmetry that they provide for

defining coherent structures; although the clean picture of coherent structures on top of

background domains found with cellular automata can get muddied when working with

complex fluid flows. This is due both to the increased complexity of the flow behavior it-

self as well as the additional approximations required for local causal state reconstruction

from real-valued spacetime fields.

In Figure 1.7 we see a demonstration of the local causal states’ ability to extract

coherent structures in a complex fluid flow, the von Kármán vortex street [120]. This

particular instance is vortex shedding from flow around a linear barrier, simulated using

the Lattice Boltzmann algorithm [121]. We emphasize again the behavior-driven aspect

of the local causal states. The behavior of a vortex street can be simulated from two

rather different generative models, Lattice Boltzmann or Navier-Stokes. The local causal

states are indifferent to the generative model; it is the only the generated behavior that

matters. Figure 1.7 (a) shows a snapshot spatial image from the observable vorticity
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field of the flow and (b) shows the corresponding local causal state field snapshot. The

background flow is mapped to a single local causal state, colored white, signifying a

Euclidean symmetry domain. All other states map to different colors and represent the

coherent vortices and their internal structure. Considering states as only white (domain)

and not white (non-domain) produces a coherent structure segmentation like that of

ECA rule 110 in Figure 1.6.

While the vortices in the above example are pretty evident by eye in the observable

field, there is still no objective ground truth for what defines these objects. This is true for

coherent structures in fluid flows generally. Without any ground truth to compare against,

Ref. [113] compared several leading Lagrangian approaches on three benchmark data sets.

In Section 7.3 we use the two more complex of these data sets to compare local causal

state coherent structures with Lagrangian coherent structures [122]: a pseudo-spectral

direct numerical simulation of two-dimensional turbulence in a doubly-periodic domain

and interpolated video data of the clouds of Jupiter from the Nasa Cassini spacecraft.

In Section 7.3.2 we find that the coherent vortices in the two-dimensional turbulence

data can be identified as coherent structures from the local causal state definition given

for cellular automata. With a particular choice of inference parameters, the background

potential flow gets mapped to a single local causal state, signifying a Euclidean symmetry

domain. The coherent vortices are mapped to a set of localized non-domain states that

remain coherent over time.

Coherent vortices in Jupiter’s atmosphere, such as the Great Red Spot and the String

of Pearls, are identified in Section 7.3.3 with similar sets of coherent states. However,

for Jupiter these states are not necessarily in contrast to some clear background domain.

The question of what are the domain(s) of Jupiter’s atmosphere highlights the contrast

between the clean mathematical universe of cellular automata and the complications of

far-from-equilibrium systems found in nature.

One way to think about the idea of domains in the clouds of Jupiter is to go back to

the picture of sequential bifurcations. The equilibrium and base nonequilibrium states of

Jupiter’s atmosphere would have radial velocity everywhere zero. Here the entire system
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(a) Vorticity observable field

(b) Local causal state latent field

Figure 1.7. Kármán vortex street structural segmentation: (a) Spatial snapshot of the
vorticity observable field. (b) The corresponding spatial snapshot of the local causal
state field. Each unique color represents a unique local causal state.

is viewed as a domain pattern with Euclidean symmetry. As with Taylor-Couette flow,

we would imagine the patterned state that emerges from the primary bifurcation is one

with horizontal stripes from the onset of convection rolls. At its current state, perhaps the

most distinguishing features of Jupiter are in fact its zonal belts. Imagining that Jupiter

actually did form from such a series of bifurcations, remnants of the symmetries of this
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first patterned state are still present in the zonal belts. Thus we can view the zonal belts

as the domain symmetries, though the actual symmetries have been long broken and the

dynamics inside each belt is highly, and uniquely, structured and turbulent.

This leaves us with a question for local causal state coherent structure analysis. What

features do we want to capture as locally-broken generalized symmetries? The Great Red

Spot is an obvious structure of interest [12, 11]. If we want to capture it as a coherent

structure using local causal states as done with cellular automata and two-dimensional

turbulence we would hope to find each zonal belt mapped to its own state, signifying the

domain symmetry, then a set of localized non-domain states associated with the Great

Red Spot. However, as we’ve already said the bands are full of other turbulent structures

besides the Great Red Spot. The above analysis would nicely capture the Great Red Spot

at the expense of these other structures. For natural far-from-equilibrium systems it is

not a clear case of capturing the patterns and structures present, but rather a choice must

be made of capturing pattern and structure at a particular level of detail, or that persist

for a particular length of time. As we will see in Section 7.1, the approximations required

for local causal state reconstruction in real-valued fields are a strength, rather than a

weakness. Inference parameters can tune the reconstructed states to capture varying

levels of structural detail and coherence time in a satisfying way.

Having established the utility of local causal states for natural pattern and structure,

there is one far-from-equilibrium system that is of particular interest; and challenge.

1.5.1 Extreme Weather and Climate Change

Extreme weather is one of the main mechanisms through which climate change will di-

rectly impact human society. Life across the globe has survived and thrived by adapting to

its local weather, including extreme events such as strong winds and floods from cyclones,

drought and heat waves from blocking events and large-scale atmospheric oscillations,

and critically-needed precipitation from atmospheric rivers. Driven by an ever-warming

climate, extreme weather events are changing in frequency and intensity at an unprece-

dented pace [123, 124]. We need to understand these events and their driving mechanisms

to enable communities to continue to adapt and thrive.
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High-resolution, high-fidelity global climate models are an indispensable tool for inves-

tigating climate change. A multitude of climate change scenarios are now being simulated,

each producing hundreds of terabytes of data. Currently, climate change is assessed in

these simulations using summary statistics such as mean global sea surface temperature.

This is inadequate for answering detailed questions about the effects of climate change

on extreme weather events. Due to the sheer size and complexity of these simulated data

sets, it is essential to develop robust and automated methods that can provide the deeper

insights we seek.

Recently, supervised Deep Learning (DL) techniques have been applied to address

this problem [125, 126, 127, 128]. Further progress however has been stymied by two

daunting challenges: reliance on labeled training data and interpretability of trained

models. The DL models used in the above studies are trained using the automated

heuristics of TECA [129] for proximate labels. This is necessary because, simply put, there

currently is no ground truth for pixel-level identification of extreme weather events [130].

While the results in Ref. [125] show that DL can improve upon TECA, the results of

Ref. [128] reach accuracy rates over 97% and thus essentially just reproduce the output of

TECA. The supervised learning paradigm of optimizing objective metrics (e.g. training

and generalization error) breaks down here [49]; TECA is not ground truth and we do

not know how to train a DL model to disagree with TECA in just the right way to get

closer to “ground truth”.

To avoid this issue, a campaign is currently underway to generate expert-labeled train-

ing data [131]. Supervised DL models trained on this data will automate expert-level

curation of large climate data sets for extreme weather detection. In this case there too

will be challenges. Although an improvement over automated heuristics, expert-labeled

data is still not an objective ground truth. Further, while human experts can debate

the subtleties of physical characteristics of extreme weather events, the interpretability

problem [132] prevents us from probing a trained DL model to determine exactly how and

why it identifies (or misidentifies) specific events.

The local causal states present a promising unsupervised alternative to circumvent
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these challenges of DL-based approaches. While not yet able to cleanly extract extreme

weather events, they show promising results in outlining hurricanes and atmospheric rivers

in the water vapor field of the CAM5.1 general circulation climate model [122].
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1.6 Complexity, Emergence, and Computation

Quantitative science has relied and flourished on the reductionist hypothesis — that all

systems, no matter how complex, are governed by the same fundamental laws. With

this, however, has often come an erroneous assumption of what Philip Anderson called

“constructionism” — the ability to start from the fundamental laws and reconstruct the

universe [133]. For a sufficiently complex system, strong nonlinear dependence among

system components can make it impossible to deduce emergent behaviors from the gov-

erning equations [134, 135]. Having sophisticated climate models does not mean we fully

understand the physical processes that govern the dynamics of hurricanes produced in

these simulations, and more notoriously, turbulence remains a persistent mystery despite

knowing Navier-Stokes for almost 200 years.

Cellular automata provide perhaps the most striking example of emergent complexity

arising from simple dynamical rules. As we have seen, the dynamics of CAs are given by

local look up tables and can be iteratively computed by hand. Yet, as with the elementary

CA rule 110, certain CAs can support universal computation [136] and can thus produce

arbitrarily complex behaviors (recall that rule 110 is just a particular assignment of a

radius-1 local dynamic over binary strings). Universal computation in rule 110 is achieved

through the dynamics and interactions of emergent coherent structures. This is known

only phenomenologically; it is currently out of reach to derive, starting from the lookup

table (the equations of motion), that rule 110 produces emergent coherent structures with

interactions that can be used to emulate a cyclic Tag machine (which is Turing complete).

Such a derivation may even be impossible.

Complexity and emergence are notoriously tricky concepts and now typically avoided

in the physical sciences and applied mathematics (though that is starting to change [137,

135, 138, 139]). In attempting to study pattern and structure in natural systems however,

some general notions of complexity and emergence are inescapable. While it is not our

goal here to attempt to at last pin down definitions, the example of rule 110 gives us

the opportunity to make some formal statements using the theory of computation. In

this, we will take seriously the physical Church-Turing thesis, described in more detail
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in Section 2.1.1, and consider the implications of computational intractability and unde-

cidability on physical systems. Rather than using computational considerations to place

bounds on possible physical theories [140], we will examine how computational consider-

ations limit our ability to understand physical phenomena.

One proposed definition of a complex system is one for which nontrivial properties of

its limit set(s) are uncomputable [141]. This adds another level of unpredictability beyond

deterministic chaos; it is not just uncertainty in what the system will do, it is uncertainty

in what the system is even capable of. Another common, but less formal, definition of a

complex system is one with arbitrarily long transient behavior. If the system states that

comprise the limit set are uncomputable, it is impossible to distinguish transient states

from recurrent states, and so the less formal definition is subsumed by the formal. This

definition would classify rule 110 as complex, due to the Halting Problem [142]. Being

Turing complete sets rule 110 apart from the other elementary cellular automata, but

qualitatively rule 110 does not stand out as the only “complex” ECA. In fact, it can be

shown that nontrivial limit sets for cellular automata are generally uncomputable [143].

From this definition, cellular automata, as a class of models, are complex dynamical

systems.

The computational mechanics framework, as will be discussed in more detail in Sec-

tion 3.1, has a measure of complexity based on how information from the past is processed

to best inform what will happen in the future. This is known as the statistical complexity,

and is computed using an invariant asymptotic distribution. As such, it seems at odds

with the definition of a complex system just given; the statistical complexity is a non-

trivial property of a system’s limit set and thus would be uncomputable for a complex

system. It is best to think of statistical complexity as a measure of the complexity of a

behavior, rather than of a system. It may be taken as a given that the systems studied

here – cellular automata, turbulent fluid flows, and climate – are complex systems, in the

sense of having uncomputable limit sets. It would be useful, however, to quantify the level

of complexity in the patterns and structures produced by these systems. This is provided

by the statistical complexity. It is perhaps natural to consider the hexagonal cells in RB
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convection as a more complex pattern than striped convection cells because the hexagons

break symmetry in two directions while stripes break symmetry in just one direction.

The quantification of pattern complexity by statistical complexity can be thought of as a

generalization of this “degree of symmetry breaking” argument from RB convection.

Emergence is a more difficult subject, and no formal definition will be given here.

Intuitively, we want to say a behavior is emergent if it can not be derived or deduced

from the governing model [144, 134, 145, 135]. However, just because we do not yet know

how to derive a particular behavior does not mean it is necessarily impossible. Thus this

view of emergence is seen more as a statement of human limitations, rather than as a

property of the system of interest. For the purposes of this thesis, the view of emergence

as a statement of human limitation is actually what we are interested in. As described

above in Section 1.1.2, it is often regarded in physics that understanding the fundamental

constituents of a system and the interactions among them is what leads to an under-

standing of the system’s behaviors; “the rest is stamp collecting”, as purportedly said by

Rutherford. What is not always appreciated is that the question of how constituents and

interactions give rise to particular behaviors can also be of fundamental importance [133].

Perhaps less well appreciated is just how difficult this question can be to answer. In fact,

as we now highlight, there are cases where it is provably impossible to derive emergent

behaviors from the governing equations of motion.

We return to cellular automata, where we can again use computation theory to formal-

ize the difficulty in understanding how equations of motion give rise to specific behaviors.

Recall that the limiting behavior of CAs are uncomputable [143], starting from the lookup

tables, which is already a formal limitation on our ability to understand how the dynam-

ical rules specified by CA lookup tables produce CA behaviors. The situation can be

more severe for certain CAs, for which finite-time behavior can also present difficulties.

In particular, it has been shown that for several CAs [146], including rule 110 [147], the

problem of predicting the state of the CA t time steps into the future is P-Complete.

To elaborate, a P-Complete problem is just as hard to solve as any problem that

can be solved in polynomial time with a serial computer. The class of these problems
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that can be solved in time that is polynomial in the size of the input is the computational

complexity class P [148]. A subclass of P is the class NC of problems that can be solved by

parallel computers in polylogarithmic time. If the time prediction problem of a particular

CA has a closed-form analytic solution, that prediction problem would be computable

in polylogarithmic time by a parallel computer and thus be in NC. It is widely believed,

but not proven, that there are “inherently sequential” problems that are in P but not in

NC. This is analogous to the more famous P vs. NP problem, for which it is also widely

believed, but not proven, that there are problems in NP that are not in P [149]. If NC

6= P, this implies that for a CA with P-Complete time prediction, the most efficient way

to find the future state of the CA is by direct simulation. There can be no closed-form

analytic solution.

As discussed in Ref. [146], the P-Completeness of the Majority-Vote CA has impli-

cations for the predictability of the Ising model. In addition, it has been shown that,

in the infinite-size limit, the macroscopic thermodynamic behavior of the Ising model is

uncomputable from the microscopic interactions [135]. These results for the Ising model

show that physically-relevant models produce behaviors that are formally difficult to un-

derstand from the governing equations. While CAs can be seen as discrete analogues of

partial differential equations (PDEs), it is not clear that the difficulty posed by nonlinear

PDEs can be similarly formalized.

Yet, the difficulty of understanding the emergence of complex behaviors from nonlinear

PDEs is crucial in the pursuit of far-from-equilibrium pattern and structure. This brings

us to the central motivation of the work presented in this thesis: Organized pattern

and structure in the far-from-equilibrium regime are emergent behaviors. Whether this

is a matter of our current inability to derive these behaviors from governing laws, or

whether it will ultimately be a proven difficulty as with the examples above, the immediate

implication is the same: the traditional hypothesis-driven paradigm breaks down for

emergent behaviors, and an alternative, perhaps data-driven, mode of scientific inquiry is

required.

Key to the hypothesis-driven approach is the ability to deduce physical consequences of
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a model (traditionally parametric equations of motion2) that provide testable predictions.

If the model prediction is not falsified by experiment it provides a mechanistic hypothesis

for the underlying physics that produces the observed phenomenon. For complex systems,

the governing equations alone are insufficient for understanding the mechanisms under-

lying emergent behavior if the behavior can not be deduced from the equations [150].

Simulating particular solutions is similarly insufficient because it may be impossible to

isolate individual mechanistic components in the tangled web of interactions that give rise

to emergent behavior. This also makes it difficult, if not impossible, to test mechanistic

hypotheses of emergent behavior in controlled experiments.

Below we give a short example of how the hypothesis-driven approach has successfully

explained the physical mechanism underlying the near-equilibrium patterns seen in Bénard

convection. We argue that analogous approaches break down far from equilibrium.

1.6.1 A Quick Example: Mechanisms of Instability in Bénard Convection

Above in Section 1.1.1 we discussed the convective instabilities first studied experimen-

tally by Bénard in 1900, then theoretically by Rayleigh in 1916; and many others after.

Recall that when a layer of fluid is heated from below heat is transferred through the

fluid via conduction if the Rayleigh number (the strength of the temperature gradient,

relative to the internal dissipation of the fluid) is low enough. At a critical value Rc

of the Rayleigh number the conduction state becomes unstable and convection becomes

thermodynamically more favorable than conduction. This is the onset of patterns, such

as the Bénard cells shown in Figure 1.3.

As mentioned in Section 1.1.1, the thermodynamic mechanism that determines the

critical value of temperature gradient needed for the conduction state to go unstable

depends on whether the container holding the fluid is sealed on top or not. In fact,

the analysis carried out by Rayleigh assumed a sealed container, while the experiments of

Bénard used an open container; the critical value computed by Rayleigh did not agree with

the value obtained experimentally by Bénard. For closed-surface convection (Rayleigh) the

2We use the term “parametric equations of motion” to indicate there are free parameters (e.g. ther-
mal diffusivity, the coefficient of thermal expansion, and kinematic viscosity for the case of convection
discussed below) that can be tuned to describe a particular physical instantiation or experimental setup.

46



instability is buoyancy driven, whereas for free-surface convection (Bénard) the instability

is driven by surface tension. But how do we know these two physical mechanisms govern

convective instabilities in the two different cases of open vs closed containers?

This well-studied problem of convective instability provides a quintessential success

story of the hypothesis-driven scientific paradigm. First, a physical phenomenon was

carefully observed and measured in experiment by Bénard. Then, a mechanistic hypothe-

sis of buoyancy-driven instability was proposed by Rayleigh, who was able to quantitively

deduce the experimentally-observed behavior (details given below). The behavior deduced

from the mechanistic hypothesis could then be compared with the experimental findings.

In this case, the initial hypothesis was not a good match with experiment. From here

additional experiments are required to at least verify there was no critical error in the

original experiment (even better if more precise measurements are made). If the original

experiment is verified then an additional mechanistic hypothesis is required. In this case,

additional experimental results continued to disagree with Rayleigh’s theoretical analysis,

and so a new mechanistic hypothesis that free-surface convective instability is driven by

surface tension, rather than buoyancy, was proposed by M.J. Block [151]. This new hy-

pothesis was quantified by J.R.A Pearson [152], who performed a linear stability analysis

similar to that of Rayleigh, but this time on a different set of parametric equations cor-

responding to the surface tension hypothesis. After subsequent studies and more precise

modern experiments, the critical value corresponding to the surface tension hypothesis is

found to agree very well with free-surface convection experiments [153].

Let’s clarify the distinction between these two mechanistic hypotheses: buoyancy

driven vs. surface tension driven instability. Of course in both cases the basic laws

of motion and thermodynamics apply. The parametric equations of motion that quan-

tify these hypotheses are built from the Navier-Stokes equation, the heat equation, and

the continuity equation. The key difference comes in the form of constitutive relations

among thermodynamic variables, and how they are incorporated into the equations and

boundary conditions. In particular, the dependence of density and surface tension on

temperature. For Rayleigh’s calculation, he assumed that density varies linearly with
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temperature and that density variation is only significant in the buoyancy force – this

is known as the Oberbeck-Boussinesq approximation. Rayleigh did not include surface

tension effects. Pearson did the opposite; he did not include density effects, and instead

included surface tension and its dependence on temperature.

We will not perform the linear stability analysis here, which is the derivation of the ob-

served behavior of convective instability with the prediction each hypothesis makes about

Rc that can be compared with experiment. Rayleigh’s analysis of buoyancy driven insta-

bility [18] has been reproduced and elaborated upon by many others, see e.g. Refs. [20,

21, 30]. For the surface tension case, the linear stability analysis of Pearson [152] was

elaborated upon with weakly nonlinear perturbation theory [154, 155]. In both cases,

once the governing equations and conduction steady-state solution are established, small

perturbations in dynamic variables (temperature and pressure in the buoyancy case; tem-

perature and vertical velocity for surface tension) are introduced. Including the small

perturbuations into the equations of motion and linearizing produces the equations gov-

erning the perturbations, from which the conditions under which certain perturbations

first begin to grow, rather than die away, are derived. That is, the critical Rc at which

the conduction state becomes unstable. In both cases, the perturbations that grow first

represent oscillatory solutions, and hence convection rolls.

This linear stability analysis is tractable for idealized near-equilibrium systems, but

not so for far-from-equilibrium systems. Moreover, the growing perturbation at the critical

point in the simplified near-equilibrium cases like the one just discussed can be described

with simple spatial oscillations using Fourier modes. Recall though that the central aim

of this thesis is to provide a mathematical description for complex localized structures like

hurricanes. Even if you could come up with perturbation equations for a pre-hurricane

state of a region in the atmosphere, how would we mathematically represent a hurricane to

show they are perturbations that grow and saturate out of this state? In fact, even using

simplified means to represent the presence of a hurricane, it has been shown that finite-

amplitude instability analysis is unsufficient to describe the formation of hurricanes [13].

Furthermore, how would you test various hypotheses about hurricane formation in care-
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fully controlled experiments with actual hurricanes?
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Chapter 2

Mathematical Preliminaries

The main goal of this chapter is to argue that organized pattern and structure can be

mathematically formalized using intrinsic computation. This serves to motivate the use of

the local causal states for far-from-equilibrium systems, as well as provide their technical

mathematical development. We start by reviewing the physics of computation and then

draw parallels between models of computation and complex dynamical systems. The

interface of computation and dynamics provided by symbolic dynamics and shift spaces

is particularly useful for developing a theory of pattern and structure. From there we

will generalize to stochastic processes. This sets us up for the formal theory of intrinsic

computation provided by computational mechanics, presented in Chapter 3.

2.1 Theory of Computation and Complex Dynamical

Systems

It is instructive to turn back the clock to the late 1960’s when the first textbooks on com-

putation came out [86]. Computation had only been formalized three decades prior, in the

pursuit of answering foundational questions at the heart of mathematical logic [156, 157].

Concepts that we take for granted now, like machines and algorithms, had to be explained

from scratch. The discrete nature of computation, with a lack of integrals and derivatives,

also needed to be explained. From a modern perspective, these early explanations of the

math and physics of computation are immediately evocative of complex systems. That

is, the difficulties faced when studying the capabilities and limitations of computing ma-
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chines are very similar to the difficulties that complex systems present to the traditional

tools of physics, as described above in Section 1.6. For example, “In developing a Theory

of Computation we are trying to deal with systems composed of a great many parts, or

very intricate structures. Classical mathematical methods can do this only in very special

situations, and their limitations are very serious”, and “...the system can be treated as

individually and independently random– this is what happens in Statistical Thermody-

namic theories. But it must be stated, explicitly and emphatically, that this is just what

does not happen when, as in a computation system, the structure has a more organized,

purposeful structure,” from the Preface of Ref. [86].

It is not all that enlightening to view a computing machine as a complex dynamical

system. If one adopts the uncomputability-of-limit-sets definition for complex systems

described in Section 1.6, this follows immediately. Viewing a complex dynamical system

as performing a computation is much more interesting. In Section 1.6 we found the

language of computation theory to be quite helpful in attempting to make more formal

statements about complexity and emergence. In this Chapter and Chapter 3 we go further,

and show that the mathematical formalism of computation is useful for creating a theory

of pattern and structure in complex dynamical systems. Throughout we will see many

deep, perhaps even fundamental, connections between complex dynamical systems and

computing machines.

2.1.1 Physics of Computation

Central to the theory of computation is the idea of an effective procedure, what we now call

an algorithm: a finite number of finite instructions that always terminates after a finite

number of steps and always produces the correct outcome. This idea was formalized by

the λ-calculus of Church [156] and the machines of Turing [157]. The two definitions

were shown to be equivalent, leading to the notion of universal computation: a model

of computation is said to be universal, or Turing-complete, if it can emulate any other

model of computation. The Church-Turing thesis states that any function on the natural

numbers can be calculated through an effective procedure if and only if it can be computed

by a Turing machine. There exist Turing machines, called universal Turing machines, that
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can emulate all other Turing machines. From the Church-Turing thesis, these can emulate

any model of computation and thus serve as a universal model for all computations. Thus

machine is synonymous with computation; a machine is any formal instantiation of an

algorithm and all algorithms can be carried out via a machine.

When interest in computation shifted from the foundations of mathematics to practical

considerations of actual computing machines it was natural to extended the Church-Turing

thesis to assert that an algorithm can be carried out by a physical machine if and only if

it can be computed by a Turing machine. Thus abstract models of computation are useful

for understanding the physical capabilities and limitations of actual computing machines.

Beyond the immediate practical utility of this physical Church-Turing thesis, there are

arguments for why it is a reasonable assertion to make [158, 159]. Here we will assume

that machines are tethered to the laws of physics, as many did in the early development of

computer science; “Perhaps one could even maintain the view that belief in an arithmetic

statement is equivalent to the belief that certain machines, if properly built, will work.

Thus, I know that the order of summation in addition is irrelevant. I can think of this

as a property of abstract number, or as an empirical generalization from experience with

counting, or as a necessary property of any machine which adds numbers correctly.” [86,

pg.6]

2.1.1.1 Machines and Internal States

What then, is a machine (often also called automaton)? We will follow the development

in Ref. [86, Ch.2]. To start, consider a machine simply as a black box with an input

channel and an output channel. As with cellular automata, we consider time to evolve

in discrete steps and the inputs and outputs to take values from discrete symbol sets.

The input channel S takes values in {s1, . . . , sn} and the output channel R {r1, . . . , rm}.
At each moment t an input signal S(t) is sent from the environment E to the machine

M . Similarly, at each moment the machine selects an output R(t) that is sent to the

environment. To describe the machine’s behavior, we need to specify how its outputs

depend on its inputs. In general, the output R at time t will depend on the history H(t)

up to time t. The history is a record of all the state of affairs concerning M , including
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all the inputs M has so far received. At time t the machine receives input si and then

responds at time t+ 1 with output rj that depends on the input si as well as the internal

state of affairs inside M . For the “deterministic” machines considered here, the internal

state of M at time t is determined by the history H(t). Thus the behavior of M can be

described in terms of a momentary response function:

R(t+ 1) = F
(
H(t), S(t)

)
. (2.1)

Because of the explicit dependence on the full infinite history, this relation is not

directly of much use. Rather, we would prefer a more direct relation between the input

S(t) and the output R(t + 1). There are infinitely many possible histories, and similar

to far-from-equilibrium systems, the internal state of the machine, and hence the output

R(t+1) is determined by the particular history leading up to time t. If all past events have

separate, independent effects determining the internal state, then the machine requires

infinite memory resources to fully specify its output behavior. It may be the case however

that some histories produce the same behavior in the machine. Distinct histories may be

equivalent with regards to machine behavior.

We define equivalent histories as follows. Imagine that there are two identical copies

of a machine M. At time t machine M1 has history H1(t) and machine M2 has history

H2(t). We say that H1 and H2 are equivalent histories with respect to M if, for every

possible subsequent sequence of inputs S(t), S(t+ 1), S(t+ 2), . . . both M1 and M2 would

yield the same sequence of outputs. That is, there is no way to distinguish machines M1

and M2 by testing them with input sequences and observing the corresponding output

sequences. The simplest class of machines, which is the class we will be concerned with

in this work, are the finite-state machines which can distinguish between a finite number

of classes of possible histories. These classes are the internal states of the machine.

Denote the internal state of a machine M at time t as Q(t), with individual states

given as {q1, . . . , qp}. The definition of internal states as equivalent histories removes the

cumbersome history dependence from the response function of finite-state machines,

R(t+ 1) = F
(
Q(t), S(t)

)
. (2.2)
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The output at t+ 1 depends on the input and internal state at time t. What determines

the internal state at time t + 1? Because the internal state Q(t) at time t is determined

by the history H(t) and the history H(t + 1) at the next time step differs from H(t) by

the single input S(t), the internal state Q(t + 1) at time t + 1 can only depend on Q(t)

and S(t). We express this in terms of an internal state transition function,

Q(t+ 1) = G
(
Q(t), S(t)

)
. (2.3)

The two functions F and G give a complete and finite description of the machine M and

its behavior.

Note that internal states defined as equivalence classes of histories gives a minimal

description of the machine. Additional internal states can be added that do not change

the behavior of the machine, and are thus in a sense redundant. This will be emphasized

more below, when discussing minimal machine presentations of shift spaces.

2.1.2 Dynamical Structure Modeling

At the surface level it may appear as though we have just shifted symbols around in

going from Equation (2.1) to Equations (2.2) and (2.3). The distinction this change in

symbols represents is enormous. Not only have we gone from a general dependence on

infinite histories to finite internal states, we also gain the dynamical structure of state

transitions. Beyond having a finite representation of the machine’s behavior that we can

actually work with, the internal dynamic specifies how the machine is organized to produce

structured behavior. As we will see in Section 3.1.6, this structural organization can be

represented visually, through machine graphs, as well as algebraically through defining

semi-groups [160, 87, 161]. For our purposes this provides both a formal and practical

mathematics with which to express pattern and structure in complex dynamical systems.

To make the connection with dynamical systems, let’s re-examine the history depen-

dence of machines. Equation (2.1) gives the deterministic dynamical evolution equations

governing machine behavior, their equations of motion. Traditionally, deterministic dy-

namical systems, such as cellular automata and fluid flows, have no history dependence.

The state at time t + 1 is fully determined by the state at time t. The move to internal
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states as equivalent histories is useful for removing the dependence on infinite histories,

but what if there is no history dependence in the first place?

As we’ve seen, the nonlinear equations of motion that govern complex dynamical

systems can be used to simulate emergent behaviors, but they obfuscate the mechanisms

that give rise to these behaviors. It may be useful then to trade the impenetrability of the

equations of motion for a history-dependent dynamical description amenable to treatment

in terms of internal states and equivalent histories. We outline the basics of this move in

Section 2.2 on measurement theory. In this, a continuous dynamical system is observed

through the output of a finite-precision measurement device. This results in a structured

stochastic process over observed symbol sequences. Symbolic dynamics is the study of

such symbol sequences, and we will see how the move to finite-state machines captures

the pattern and structure of these processes in Section 3.1.6. Historically, the procedure

of studying continuous dynamical systems in terms of measured symbol sequences, shown

in Figure 2.1, was referred to as “nonlinear modeling” [162], although this term is not

commonly used these days and we will instead use dynamical structure modeling to avoid

confusion with uses of the term nonlinear modeling in statistics.

Figure 2.1. Schematic of dynamical structure modeling. A continuous dynamical
system is observed using a finite-precision measuring devices to produce a discrete
structured stochastic process. The set of allowed symbol sequences is presented by
a finite-state machine that captures the structure of the process. Credit: James P.
Crutchfield, with modification.
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The conceptual use of finite-state machines in dynamical structure modeling is slightly

different from what we have just presented for finite-state machines designed to perform

useful computations. The mathematics of finite-state machines is used to describe the

organization and structure of the dynamics over symbol sequences, without reference to

inputs from an external environment. This is why the term intrinsic computation is used.

(Finite-state machines are most commonly used for the task of language recognition [84],

and you can frame the use of finite-state machines in symbolic dynamics in these terms.

That is, the observed symbol sequence is seen as the input into a machine tasked with

recognizing a particular language. But this is not really what we are interested in. A

given process will have a single language of admissible symbol sequences and thus a single

associated finite-state machine, see Section 3.1.4 below. It is not so much a question of

“does this particular symbol sequence belong to this particular language?” but rather

a question of “what is the language of all possible symbol sequences generated by this

process, and what does that language tell us about the generating process?”)

This very abstract setting is far removed from real physical systems, but allows for

clean results and establishes a firm mathematical foundation. Moving to real-world sys-

tems, we have already seen how system history is important for far-from-equilibrium

systems. For spatially-extended dynamical systems, the global evolution may be deter-

ministic, but the dynamics of localized structures will depend on the history of interactions

with the surrounding environment. Taking into account memory effects and history de-

pendence will be necessary for behavior-driven modeling of far-from-equilibrium pattern

and structure.

It is instructive to review dynamical structure modeling, as it harbors the origins and

foundations of the ideas and tools we will actually use later, namely the local causal states.

However, the local causal state modeling we will use does not fully follow this scheme.

Constructing “good measuring devices”, as described below in Section 2.2, is intractable

for real-world systems [163]. In Chapter 7 we will introduce the approximations necessary

to bypass measurement discretization and directly model continuous systems.
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2.2 Measurement Theory

Let’s now examine the relationship between continuum models of dynamical systems and

observed symbol sequences that result from finite-precision measurements of the system.

As the first step in dynamical structure modeling, this relates the discrete structured

stochastic process studied next in Section 2.3 with dynamical systems. Further, the con-

cept of generating partitions will provide a cautionary tale for data-driven approaches to

dynamical systems. One must always keep in mind that conclusions drawn from data

streams can be a reflection of not just the underlying system of interest, but also the mea-

surement or observation procedure. There are good ways to measure the system, known as

generating partitions, that faithfully encode dynamical properties in the observed symbol

sequences. In particular, we will review the metric entropy and use it to show how chaos

produces randomness, and that the observed randomness of symbol sequences is faithful

for generating partitions. For a more in-depth technical review of entropy in dynamical

systems, see Ref. [164].

2.2.1 Measurements of a Dynamical System

Consider an ergodic dynamical system ẋ = f(x), x ∈ M , with invariant probability

measure µ. The system will be measured in discrete time intervals δ, yielding a discrete

time dynamic given by the flow map: Φ
(
x(t), δ

)
= x(t) +

∫ t+δ
t

f
(
x(τ)

)
dτ . We will not

be concerned with the details of this temporal discretization, so we will just work with

discrete-time models on a continuous state space:

xn+1 = f(xn) , (2.4)

where x ∈M and f : M →M is now a continuous function from the state space to itself

and there is still an invariant measure µ on f .

Our interest is in the effects of discretizing state space with finite-precision measure-

ments. We formalize this with a measurement function g : M → A that partitions the

state space: Pi ∩ Pj = ∅ and
⋃N
i=0 Pi = M . Each partition element carries a unique

measurement symbol s ∈ A. It is common to set the measurement symbol to be the

index of the corresponding partition element, g(x ∈ Pi) = i and A = {0, . . . , N}, but
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in general the symbols are arbitrary (given that each partition element carries a unique

symbol). At any given time, the probability of a measurement outputting symbol i is

given by pi =
∫
x∈Pi µ(x)dx.

The ideal, infinite-precision measurement device would be the case where g is the

identity. But for real measurement devices, data storage, and processing, measurements

are finite precision (often very high precision, but still finite). Thus our measurements

can only output a finite number of symbols.

Measurements of the evolution of dynamical system f with instrument g produces

a sequence of symbols s ∈ A. Starting with initial condition x0 ∈ M the instrument

outputs the initial measurement s0 = g(x0). At the next time step we have x1 = f(x0)

and the instruments reads s1 = g(x1) = g (f (x0)). At the nth time step the instrument

reads sn = g(xn) = g
(
fn(x0)

)
. Thus an orbit x0, f(x0), f 2(x0), . . ., of f corresponds to

an infinite sequence of output symbols from the measurement instrument s0, s1, s2, . . . =

g(x0), g
(
f(x0)

)
g
(
f 2(x0)

)
, . . ..

Recall that g induces a partition P over M . Similarly g ◦ f also induces a partition

f−1P over M . The elements (f−1P )i of this partition are all the points x ∈M such that

g
(
f(x)

)
∈ Pi. Note that the evolved partitions are given by pre-images of the original

partition under f because we are still partitioning M at the initial time, based on what

symbol is output after one time step under f . Each time step induces a new partition

f−nP whose elements are the points in x ∈M such that g
(
fn(x)

)
∈ Pi.

The evolved partitions are themselves not of particular interest, but rather the dy-

namical refinements of the initial partition P that they produce. For two partitions P

and Q, the partition refinement P ∨ Q = {Pi ∩ Qj : Pi ∈ P and Qj ∈ Q}, is also a

partition. The first dynamical refinement of P under f is given as P ∨ f−1P and the

elements of this partition are sets of points in M that have the same output for g(x) as

well as g
(
f(x)

)
. The partition P ∨ f−1P maps from M to two-symbol sequences s0s1 in

A×A. The full dynamical refinement is P ∨ f−1P ∨ f−2P ∨ f−3P ∨ · · · and maps from

M to infinite-length symbol sequences in A×A×A× · · · .
A generating partition is one for which there is a one-to-one correspondence between
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an initial condition x0 ∈ M and the infinite-length symbol sequence s0s1s2s3 · · · from

measurements of the orbit of x0, almost everywhere on M . Generating partitions are

“good” measurement devices because arbitrarily high precision measurements of the ini-

tial condition can be recovered with long enough measurement sequences. In general this

need not be the case; two distinct initial conditions may yield the same symbol sequence,

at all lengths, for a “bad” partition. For example, if g is the constant function it will

produce the same symbol sequence for all initial conditions. As we will see below, gen-

erating partitions are also good measurement devices because quantitative properties of

the measured symbol sequences correspond to quantitative properties of the continuous

model. A special case of generating partitions are the Markov partitions for which the

stochastic process of measurement symbols is a Markov process. Note though that not

all systems f admit a Markov partition.

It is mathematically convenient to consider bi-infinite symbol sequences

· · · s−2s−1s0s1s2 · · · ∈ AZ. One can imagine the system f has been evolving for an infinite

time in the past and will continue to evolve for an infinite time in the future, being

measured with g for the full duration. In this setting, the dynamics f : M → M of the

original continuous model correspond to a trivial linear shift dynamic σ : AZ → AZ in

measurement space. The linear shift operator σ simply moves indices in the bi-infinite

symbol sequences. For two symbol sequences x, y ∈ AZ, y = σ(x) ⇐⇒ yi+1 = xi ∀i ∈ Z.

This is the setting for symbolic dynamics, which we will examine in much more detail next

in Section 2.3.

2.2.1.1 Example: Logistic Map

The logistic map is a discrete-time dynamical system defined as

xn+1 = f(xn) = rxn(1− xn) , (2.5)

and is historically important in the study of deterministic chaos [165]. We will use it here,

with r = 4, to demonstrate measurement partitions and their dynamical refinements. The

state space for the logistic map is the unit interval, M = [0, 1].

The binary partition P with Pa = [0, 1
2
], Pb = [1

2
, 1] is shown in Figure 2.2. The

partition boundary at 1
2

is shown with the dashed blue line. The pre-images of the
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f(x) = 4x(1− x)

xn

xn+1

1

1

0.5

P a b

f−1P a b a

P ∨ f−1P a
a

a
b

b
b

ba

Figure 2.2. Generating partition of the logistic map with r = 4, and its first iterate.

partition boundary, f−1(1
2
) = 1

2
± 1

2
√

2
, shown with red dashed lines, give the partition

boundaries for the first iterate f−1P of P . Recall that f−1P partitions M based on

g
(
f(x0)

)
. We can see that points outside the interval [1

2
− 1

2
√

2
, 1

2
+ 1

2
√

2
] map to values less

than 1
2

under f and points inside the interval map to values greater than 1
2
. The set of

intersections between P and f−1P gives the dynamical refinement P ∨ f−1P which maps

initial conditions in M to the two-symbol sequences they produce. We will not prove it

here, but P is a generating partition of the logistic map [166].

2.2.1.2 Metric Entropy

In dynamical structure modeling, the underlying dynamical system is deterministic, but

when we apply finite-precision measurements, the dynamics of observed symbols is stochas-

tic. The probability of seeing a given symbol at any time is equal to the probabil-

ity of the system being in the partition element corresponding to that symbol label:

Pr(si) =
∫
x∈Pi µ(x)dx. The probability of seeing the two-symbol sequence sisj is given by

the probability of the system being in the corresponding first partition refinement cell:
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Pr(sisj) =
∫
x∈Pi∩(f−1P )j

µ(x)dx, and similarly for length-L sequences.

The entropy of a partition P (induced by measurement device g) is given by

H(f, P ) = −
∑
i

Pr(Pi) log Pr(Pi) . (2.6)

This quantifies the amount of uncertainty in the single-time output of the measurement

device. The Shannon entropy rate,

hµ(f, P ) = lim
N→∞

1

N
H

( N∨
n=0

f−n(P )

)
, (2.7)

quantifies the asymptotic symbol uncertainty, given all previously measured symbols.

If P is a Markov partition, the measured process is Markov and the entropy rate de-

pends only on the last previously measured symbol. For a general partition, the stochastic

process of measured symbols can be highly structured and the entropy rate can depend

on symbols measured arbitrarily far back in the past.

Note that the entropy rate is a function of both the dynamical system f and the chosen

partition P . A bad partition may yield a symbol sequence that is not at all faithful to the

system f , and thus the entropy rate for this partition will not tell us anything meaningful

about f . For instance, the constant function g that is the trivial partition P = M will

yield an entropy rate of 0 (every measured symbol is the same, so there is never any

uncertainty).

To remove the dependence on the chosen partition, we take the supremum over all

possible partitions

hµ(f) = sup
P

hµ(f, P ) . (2.8)

This is the metric entropy of f [94], also known as the Kolmogorov-Sinai entropy. It can

be shown that this supremum is achieved for generating partitions: hµ(f, P ) = hµ(f) if

P is a generating partition.

With some assumptions on the measure µ, the metric entropy is equal to the sum of

the positive Lyapunov exponents of f [167],

hµ(f) =
∑
λi>0

λi . (2.9)
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For general measures, the metric entropy is bounded by the sum: hµ(f) ≤∑λi>0 λi [168].

Positive Lyapunov exponents measure the divergence rate of nearby orbits under f and

as such serve as a kind of measure of chaos. Pesin’s relation, Equation (2.9), shows how

this spreading of orbits leads to randomness in measured symbol sequences. But again,

this relation only holds for generating partitions.

62



2.3 Symbolic Dynamics

Measurement theory shows how to produce a discrete structured process from a continuous

dynamical system. In the context of dynamical structure modeling, we can consider bi-

infinite processes that result from taking measurements of a dynamical system that has

been running for an infinite amount of time in the past and will continue evolving for

an infinite amount of time in the future. The introduction of an entropy rate for these

processes already alludes to non-trivial history dependence. But this is a measure of

randomness, not of structure. Before moving into the formal theory of structure provided

by computational mechanics in the next Chapter, here we give some basic definitions

and properties of these discrete processes, both the metric (stochastic processes) and

topological (shift spaces) variants. The use of finite-state machines first arose in symbolic

dynamics through the study of minimal presentations of sofic shifts [79, 80, 81]. The

computational mechanics literature [103, 169, 104] has largely focused on the metric case,

employing minimal probabilistic machines, known as hidden Markov models, to study

structure in stochastic processes. The two cases are closely related, and we will detail

both for completeness and because both will be useful in the full development of the local

causal states and their applications.

2.3.1 Shift Spaces

Consider an indexed bi-infinite sequence of symbols from a finite alphabet A, denoted by

x: = (xi)i∈Z

x: = · · · x−2x−1x0x1 · · · .

We denote a contiguous chain of l symbols as x0:l = x0x1 · · ·xl−1. Left indices are inclusive;

right, exclusive. We suppress indices that are infinite. The full A-shift is the set of all

bi-infinite sequences of symbols from A, and is denoted by

AZ = {(xi)i∈Z|xi ∈ A for all i ∈ Z} .

Each sequence x: ∈ AZ is called a point of the full shift. A block, or word, over A is a

finite sequence of symbols from A: w = x[i,j] = xixi+1 · · ·xj. For two finite words u and

v we can concatenate them together to form a new word uv.
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The shift map σ on the full shift AZ maps a point x: to the point y: = σ(x:) whose

ith coordinate is yi = xi+1 ∀ i (i.e. shifts every element in x: one place to the left). The

shift map is one-to-one and onto, so the inverse σ−1 exists and shifts the sequence one

place to the right. k composition of σ with itself shifts sequences k places to the left, and

similarly k compositions of σ−1 shifts the sequence k places to the right.

A shift space (or subshift, or simply shift) is a compact, shift-invariant subset of AZ.

The topology is given by the metric d(x:, y:) = 2−k if x: 6= y: and k is maximal so that

x[−k,k] = y[−k,k], and is zero otherwise. Shift spaces, denoted as X , are commonly specified

by sets of forbidden words. If x: ∈ AZ and w is a block over A, we say that w occurs in x:

if there are indices i and j so that w = x[i,j]. Let F be a collection of forbidden words over

A. For any such F , define XF to be the subset of sequences in AZ which do not contain

any words in F . A shift space is a subset X of a full shift AZ such that X = XF for some

collection F of forbidden words over A. Since forbidden words in F are coordinate-free,

it follows that they specify a shift-invariant subset of AZ. Compactness, or closure, is less

evident, but it can be shown to always hold.

Let X be a shift space, and let Bn(X ) denote the set of all length n words in X . The

language of X is the collection of all allowed words in X , B(X ) =
⋃∞
n=0 Bn(X ). This

is very similar to the use of language in computation theory [84]. Sets of finite strings

recognized by finite-state machines are known as regular languages. However, there are

two distinguishing properties of the languages of shift spaces. Let X be a shift space and

L = B(X ) be its language. If w ∈ L, then

(a) every subblock of w belongs to L, and

(b) there are nonempty blocks u and v in L such that uwv ∈ L.

The two properties, (a) and (b), characterize the languages of shift spaces. That is, if L

is a collection of blocks over A, then L = B(X ) for some shift space X if and only if L

satisfies (a) and (b). Moreover, the language of a shift space determines the shift space.

In fact, for any shift space, X = XF for F = Bc(X ). Thus two shift spaces are equal if

and only if they have the same language.
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A shift space X is irreducible if for every ordered pair of blocks u, v ∈ B(X ) there is

a block w ∈ B(X ) so that uwv ∈ B(X ).

Making a more direct connection with computation theory, a shift space whose lan-

guage is a regular language is known as a sofic shift. (Note that not all regular languages

can be the language of a shift space. Those that can, i.e. that satisfy properties (a)

and (b) above, are known as factorial, prolongable regular languages. The finite-state

machines of these languages have all states as accept states. The finite-state machines of

irreducible sofic shifts additionally have all states as start states.) The sofic shifts are all

those that can be represented by a finite-state machine, and thus will be our objects of

interest. The simplest set of shift spaces are the shifts of finite type which are specified by

a finite set of forbidden words F . The set of sofic shifts is the smallest set that contains

all shifts of finite type and is closed under surjective mappings [85].

Consider a transformation from a sequence x: = · · · x−1x0x1 · · · over A to a new

sequence y: = · · · y−1y0y1 · · · over another alphabet U as follows. To compute the ith

coordinate yi of the transformed sequence, we use a function φ that depends on the

window of coordinates of x: from i−m to i + n. The mapping φ : Bm+n+1(X ) → U is a

fixed block map, called an (m+ n+ 1)- block map, from allowed (m+ n+ 1)-blocks in X
to symbols in U

yi = φ(xi−mxi−m+1 · · ·xi+n) = φ(x[i−m,i+n]) . (2.10)

Let X be a shift space over A, and φ : Bm+n+1(X ) → U be a block map. Then the

map Φ : X → UZ defined as y: = Φ(x:) with yi given by Equation (2.10) is called a sliding

block code with memory m and anticipation n induced by φ. We denote the formation of

Φ from φ by Φ = φ
[−m,n]
∞ . If Y is a shift space contained in UZ and Φ(X ) ⊆ Y , we write

Φ : X → Y . If Φ is surjective (onto) it is called a factor map. If it is injective (one-to-one)

it is called an embedding of X into Y . If Φ is bijective (one-to-one and onto) it is called

a conjugacy.

One of the most important results in symbolic dynamics is the Curtis-Hedlund-Lyndon

Theorem, which will be useful for our studies of cellular automata. Let (X , σx) and (Y , σy)
be shift dynamical systems, and Φ : X → Y a (not necessarily continuous) mapping.
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Then Φ is a sliding block code if and only if it commutes with the shift operators [170],

Φ ◦ σx = σy ◦ Φ.

For an in-depth review of shift spaces, see Ref. [78]

2.3.2 Stochastic Processes

In the framework of dynamical structure modeling, the set of possible symbol sequences

that result from discrete measurements of a continuous dynamical system form a shift

space. If the dynamical system is ergodic, or measurements are taken from a single

ergodic component (i.e. an invariant set), then the resulting shift space is irreducible and

its invariant measure allows us to additionally assign probabilities to measured symbol

sequences. Thus the shift space gives the set of all possible symbol sequences we can

measure, while the stochastic process gives the probabilities of the symbol sequences.

A general stochastic process P is the distribution of all a system’s behaviors or realiza-

tions · · ·x−2x−1x0x1 · · · as specified by their joint probabilities Pr(· · ·X−2X−1X0X1 · · · ).
Xt is the random variable for the outcome of the measurement at time t, taking values

xt from a finite set A of all possible events. The support of the process (the set of all

sequences with non-zero probability) is known as the process language L(P). This is the

set of all finite and infinite strings that can be realized by the process P . We consider

only stationary processes for which Pr
(
Xt:t+l

)
= Pr

(
X0:l

)
for all t and l.

A stationary stochastic process over a shift space X is an assignment of a shift-invariant

probability measure µ(w) to the words w of B(X ) such that each word satisfies prefix and

suffix marginalization:

µ(w) =
∑

{a:aw∈B(X )}
µ(aw)

µ(w) =
∑

{a:wa∈B(X )}
µ(wa)

Xi:j is the random variable distributed as µ(xi:j), xi:j ∈ B(X ). Compactly, one can

denote a stationary process generated this way as P = µ(X ). The process language of

P is equal to the language of X , B(X ) = L(P). Forbidden words of X are measure
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zero in P , and all allowed words have some finite probability. For more details on the

measure-theoretic relations between shift spaces and stochastic processes, see Refs. [171]

and [172].
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2.4 Spatiotemporal Processes

So far we have considered the dynamical evolution of strictly temporal systems, with

a single degree of freedom. Now though, we are interested in dynamical systems that

have spatial extent, with some spatial configuration that is evolving in time. We give the

necessary background for these spatiotemporal processes.

2.4.1 Topology of Configurations

The state x of a spatiotemporal system specifies the values xr at sites r of a lattice L.

Assuming values lie in the finite set A, a configuration x ∈ AL is the collection of values

over the lattice sites.

A spatiotemporal process, in contrast to a purely temporal one, generates a sequence

· · · x−1x0x1 · · · consisting of the series of spatial fields xt. (Subscripts denote time; su-

perscripts sites.) A realization of a spatiotemporal process is known as a spacetime field

x ∈ AL×Z, consisting of a time series x0, x1, . . . of spatial configurations xt ∈ AL. AL×Z

is the orbit space of the process; that is, time is added onto the system’s state space.

The associated spacetime field random variable is X. A spacetime point xr
t ∈ A is the

value of the spacetime field at coordinates (r, t)—that is, at location r ∈ L at time t. The

associated random variable at that point is Xr
t . To illustrate, consider points xr

t from a

spacetime field for a 1-D infinite lattice:

...
...

...

· · · x1
−1 x−1

0 x−1
1 · · ·

· · · x0
−1 x0

0 x0
1 · · ·

· · · x1
−1 x1

0 x1
1 · · ·

...
...

...

Being interested in spatiotemporal systems that exhibit spatial translation symmetries,

we narrow consideration to regular spatial lattices with topology L = Zd. (As needed,

the lattice will be infinite or periodic along each dimension.)

The collection of all spatial sites within radius R of a site xr, including xr itself, is
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known as the site’s neighborhood η(xr):

η(xr) = {xr′ : ||r− r′|| ≤ R; r, r′ ∈ L} . (2.11)

The neighborhood specification depends on the form of the lattice distance metric chosen.

The two most common neighborhoods for regular lattice configurations are the Moore and

von Neumann neighborhoods, defined by the Chebyshev and Manhattan distances in L,

respectively.

2.4.2 Dynamics

Rather than generalize dynamical structure modeling to measurements of continuous spa-

tiotemporal systems, for simplicity we now consider discrete-time dynamics over a discrete

lattice system.

The most general form of lattice dynamics is through a global evolution operator Φ :

AZd → AZd that maps full lattice configurations at time t to configurations at t+ 1:

xt+1 = Φ(xt) (2.12)

A local dynamic uses a local evolution operator φ that updates individual sites based

on their local neighborhoods:

xr
t+1 = φ

(
η(xr

t )
)

(2.13)

The list of all neighborhoods η and their corresponding outputs φ(η) is known as the

lookup table. Local dynamics are used to model the notion of local interactions in physical

systems.

Global update Φ of a local dynamic is achieved by applying φ in parallel to all neigh-

borhoods on the lattice. For one-dimensional spatial lattices given as shift spaces, this

global update is a sliding block code. Cellular automata [173, 174] are examples of dis-

crete lattice systems with local update rules that we will study, along with their symbolic

dynamics, in Chapters 4, 5, and 6.
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2.4.3 Shift Spaces in Spacetime

Local dynamics over infinite or periodic lattice systems leads very naturally to the exten-

sion of shift spaces to d + 1 dimensions [175, 176, 177, 78, 178] by virtue of the Curtis-

Hedlund-Lyndon theorem [170].

A full-A shift is now the collection of all spacetime fields of symbols from A:

AZd+1

= {xr
t , (r, t) ∈ Zd+1|xr

t ∈ A for all (r, t) ∈ Zd+1}

The shift map is now indexed by the direction vector of the shift. Equivalently, one

can think of each dimension of Zd+1 as having its own shift operator for shifts along that

dimension, where shifts along different dimensions commute. Let σp denote the temporal

shift operator that shifts a spacetime field x p steps along the time dimension. This

translates a point xr
t in the spacetime field as: σp(x)rt = xrt+p. Similarly, let σsn denote

the spatial shift operator that shifts a spacetime field x by sn steps along the nth spatial

dimension. This translates a spacetime point xr
t as: σsn(x)rt = xr

′
t , where r′n = rn + sn.

A d + 1 dimensional shift space X (again also referred to as subshift or just shift) is

a closed (under the Cantor metric), shift-invariant subset of AZd+1
:

X = σn(X ) ∀ n ∈ Zd+1

As with temporal shifts, we can equivalently define shift spaces based on lists of

“forbidden motifs”. A shape is a finite subset F ⊂ Zd+1. A motif f on shape F is a

particular realization of symbols from A over F , f : F → AF . Given a list F of forbidden

motifs, we can define a shift space as:

X = XF = {x ∈ AZd+1 |σn(x)F /∈ F ∀n ∈ Zd+1 , ∀F} (2.14)

We say that a motif f on shape F occurs or is admissible in a shift space X if there is a

field x ∈ X such that the field restricted to shape F has motif f ; xF = f .

There is no loss of generality in defining a d + 1 dimensional shift space to specify

all motifs in F over a fixed shape F ′. Usually F ′ is taken to be a d + 1 dimensional

hypercube. This is the easiest way to generalize the notion of words. “Words” of length

70



l here are d+ 1 hypercubes of side length l. The set of all such words, or equivalently the

set of all motifs, gives the language of a spacetime shift space.

Unlike their low-dimensional counterparts, high-dimensional shift spaces (such as

spacetime shift spaces) are still largely shrouded in mystery. Many results from the

low-dimensional case turn out to be undecidable for high-dimensional shifts. For exam-

ple, given a finite list of motifs F , it is undecidable if the high-dimensional shift of finite

type X = XF is nonempty [179, 180].

2.4.4 Spacetime Stochastic Processes

From a spacetime shift space we can create a spacetime stochastic process by assigning

a shift-invariant measure over the admissible motifs of the shift space that satisfies the

analogue of prefix and suffix marginalization. Points in the spacetime field now become

random variables Xr
t ∼ µ(xr

t ). The spacetime stochastic process then is the joint distri-

bution over this spacetime field of random variables.

Creating a spacetime process in this way guarantees the process has the generalized

notion of stationarity (i.e. µ(f) is independent of where xF = f is found in spacetime).

Also, the temporal process over spatial configurations is guaranteed to be stationary from

this construction.

It should be noted that this is an abstract generalization from the temporal setting.

While a cellular automaton may well be described by a d + 1 shift space, the problem

of measures and how they are propagated by CAs is much trickier. Since a CA uses a

local update rule that is applied uniformly in time and space, the set of motifs which may

occur in the generated spacetime field is (asymptotically) independent of where you look

in the field. However, the density of motifs may change over time. Typical CA behavior

is, in fact, non-stationary in this way [100].
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Chapter 3

Computational Mechanics

Having set up structured processes and how they can result from measurements of dy-

namical systems in Chapter 2, we now introduce the use of computational models, i.e.

machines, to formally capture the structure of structured processes. Meant to evoke

a computation-theoretic extension of statistical mechanics, this framework is known as

computational mechanics [104].

A machine representation of a process is known as a presentation. We will start in the

more general setting of presentations for stochastic processes (their support is always a

shift space), since this will allow us to formalize the intrinsic randomness of a process, as

well as its intrinsic structure. However, as structure is largely a topological property, we

will also introduce machine presentations of shift spaces.

3.1 Temporal Presentations

The canonical presentation computational mechanics uses for a given stochastic process

is a form of hidden Markov model (HMM) [181]: the ε-machine, which consists of a set Ξ

of causal states and a transition dynamic T over the causal states [169]. ε-Machines sat-

isfy three conditions: irreducibility, unifilarity, and probabilistically distinct states [182].

Irreducibility implies that the associated state-transition graph is strongly connected.

Unifilarity, perhaps the most distinguishing feature, means for each state ξ ∈ Ξ and

each observed symbol x ∈ A there is at most one outgoing transition from ξ labeled

x. Critically, unifilarity enables one to directly calculate various process quantities, such
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as conditional mutual informations, using properties of the hidden (causal) states. No-

tably, many of these quantities cannot be directly calculated using the states of general

(nonunifilar) HMMs. Finally, an HMM has probabilistically distinct states when, for every

pair of states ξ and ξ′, there exists a word w such that the probability of observing w from

each state is distinct: Pr(w|ξ) 6= Pr(w|ξ′). An HMM satisfying these three properties is

an ε-machine.

We note that the scope of computational mechanics does extend beyond the ε-machine,

depending on what questions you ask of a process. The ε-machine is the canonical pre-

sentation of a process in computational mechanics as it is often easily constructed and

can tell you a lot about a process. It is centered around the task optimal prediction of

the future from the past. That is, getting the correct conditional distribution over the

future given the past. Other tasks, such as minimal (potentially nonunifilar) generation

of a process, may require a different presentation [183].

3.1.1 Causal States and the Causal Equivalence Relation

The set of causal states of the ε-machine

Ξt = X:t/ ∼ε (3.1)

is the partition over the space of all pasts defined via the causal equivalence relation:

x:t ∼ε x′:t ⇐⇒ Pr(Xt:|X:t = x:t) = Pr(Xt:|X:t = x′:t) . (3.2)

In words, the causal equivalence relation says that two pasts are considered causally

equivalent if they make the same prediction over futures. The distributions over futures

(predictions) are known as future morphs. Each causal state ξ ∈ Ξ is an element of the

coarsest partition of a process’s pasts such that every x:0 ∈ ξ has the same future morph

Pr(X0:|·). Due to stationarity, each past has a well defined future morph, and thus every

past has an associated causal state. The ε-function ε(x:t) is the map that takes pasts

to their causal states ε : X:0 → ξ and thus generates the partition defined by the causal

equivalence relation. The causal states are the unique minimal sufficient statistic of the

past to predict the future [169]. Causal equivalence and optimal prediction will be the

springboard for generalizing to spatiotemporal systems.
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Notice that causal equivalence is essentially a stochastic generalization of the equiva-

lent histories definition of finite-state machines given in Section 2.1.1. Recall though that

the use of machines in dynamical structure modeling is for intrinsic computation, with

no reference to an external environment providing input; histories of past behavior of the

system are equivalent if they lead to the same future behavior of the system. Thus the

causal states can be thought of as the internal memory states of intrinsic computation for

a process.

3.1.2 Causal State Transitions

The causal equivalence relation provides a natural unifilar dynamic over the causal states.

At time t the ε-function maps the past X:t to its causal state ξt. At the next time step the

new updated past is X:t+1 = X:tXt, which the ε-function maps uniquely to causal state

ξt+1. Thus there is at most one causal state ξt+1 that the causal state ξt can transition to

upon seeing Xt. This guarantees the ε-machine is unifilar.

Moreover, this gives us the transition dynamic. One can think of ξt as an encapsulation

of the past X:t and ξt+1 as an encapsulation of the the past X:t+1 = X:tXt. These two

pasts differ only by the observed symbol Xt; thus to get the full summary ξt+1 one just

needs the past X:t as summarized by ξt and the observed symbol Xt. The probability of

this transition occurring is just the probability of seeing the observed symbol Xt given

the ε-machine was in state ξt at time t. All such transitions are given mathematically

as a symbol-labeled transition matrix T (x) which has elements that give the probability of

transitioning from state ξ to ξ′ on the symbol x:

T
(x)
ξξ′ ≡ Pr(Xt = x, ξt+1 = ξ′|ξt = ξ) . (3.3)

The overall internal state dynamics is governed by the stochastic matrix T =
∑

x T
(x).

Its unique left eigenvector π, associated with eigenvalue 1, gives the asymptotic state

probability Pr(ξ). By extension, the transition matrix giving the probability of a word
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w = x0x1 · · ·x`−1 of length ` is the product of transition matrices of each symbol in w:

T (w) ≡
∏
xi∈w

T (xi)

= T (x0)T (x1) · · ·T (x`−1) .

(3.4)

The set of causal states together with the set of symbol-labeled transition matrices

gives the ε-machine. Defining the ε-machine in this way, using the causal equivalence rela-

tion, is equivalent to the first definition of an ε-machine machine given above as a hidden

Markov model with the three properties of irreducibility, unifilarity, and probabilistically

distinct states [182].

3.1.3 Basic Measures

The statistical complexity of a process [103] is the average amount of information about the

past that must be stored to predict the future as well as possible. Since the causal states

are minimal sufficient statistics for this future prediction, the complexity of a process

is also the amount of information needed to specify its causal state [169]. We can thus

calculate the statistical complexity of a process using the process’s ε-machine:

Cµ(P) ≡ H[Ξ]

= −
∑
ξ∈Ξ

Pr(ξ) log2 Pr(ξ) ,
(3.5)

where Pr(ξ) is the asymptotic state probability defined above.

Complexity of a process is to be contrasted with the intrinsic randomness of a process,

as these two notions are often conflated. Statistical complexity is the uncertainty in the

causal states of the process, while the entropy rate of the process is the uncertainty in

observed symbols:

hµ(P) = lim
L→∞

H[Xt:t+L]

L
= lim

L→∞
H[Xt|Xt−L:t] (3.6)

For stationary processes this quantity is the same for all t. The last expression in Equa-

tion (3.6) let’s us calculate hµ using the ε-machine for the process:

hµ(P) = −
∑
ξ∈Ξ

Pr(ξ)
∑

x∈A,ξ′∈Ξ

T
(x)
ξξ′ log2 T

(x)
ξξ′ (3.7)
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It should be noted that these and other information-theoretic measures of processes

are independent of the computational mechanics formalism [184, 185]. However, since

ε-machines are mathematical representations of processes, these information measures

can be computed using the machine, as demonstrated above. In fact, this ability to

calculate many information quantities from the ε-machine makes it a particularly useful

representation of a process. For more details on information theory and ε-machines, see

[186, 187, 188, 189].

Recall that the entropy rate of a process is equal to the metric entropy only if the

measurement partition is generating. In the dynamical structure modeling framework,

the ε-machine is constructed directly from the measured process and as such is a reflection

of the underlying dynamical system as well as how it is measured. The ε in ε-machine

symbolizes this dependence on the measurement partition.

3.1.4 Topological Machines

Since shift spaces deal only with what words are allowed or not allowed, rather than

distributions over those words, shift spaces are presented by labeled graphs (i.e. finite-

state machines) instead of HMMs. These are graphs G(E, V ) where every edge e ∈ E of

the graph carries a label L(e) from the alphabet A. Let W = ...e−1e0e1... be a bi-infinite

walk on G and L∞(W) = ...L(e−1)L(e0)L(e1)... be the label of the walk. The set of all

labels of bi-infinite walks on G is denoted by XG = {L∞(W) : W ∈ G} = L∞(G). A

labeled graph presents a shift X iff XG = B(X ) [78].

A presenting graph G of a shift X is said to unifilar or right-resolving if for every

vertex v ∈ V and symbol x ∈ A, there is at most one outgoing edge e from v labeled

with the symbol x. As shown by Fischer [79, 80], an irreducible sofic shift X always has a

unique, minimal, unifilar presenting graph which is strongly connected. This presentation

is referred to as the (right) Fischer cover of X .

A related presentation of a shift space X is the future cover or Krieger cover of X
[182]. The future or follower set FX (x:i) of a left-infinite sequence (past) x:i in X is the

collection of all right-infinite sequences (futures) xi: such that x: = x:ixi: ∈ X . Define an
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equivalence relation ∼K on the set of left-infinite pasts in X as:

x:i ∼K x:j ⇐⇒ FX (x:i) = FX (x:j) (3.8)

where x: ∈ X , and i and j are arbitrary indices that may or may not be equal. Rela-

tion (3.8) can be thought of as a topological causal equivalence relation, and the follower

sets as topological morphs.

The Krieger cover of X is the directed, edge-labeled graph G whose vertices are equiv-

alence classes of pasts xi: under the relation ∼K . There is a directed edge in G from vertex

v to vertex v′ labeled with symbol x, if for some past xi: ∈ v the past x:i+1 = x:ix ∈ v′.
As with the ε-machine and causal equivalence, construction by topological equivalence

guarantees the Kreiger cover is unifilar.

The Kreiger cover is not necessarily irreducible, but it will always have a single re-

current, irreducible component that is isomorphic to the Fisher cover. As we will not be

concerned with synchronization and the transient structure of Kreiger covers, we will refer

to general “topological machines” in what follows, by which we mean the Fisher cover

or, equivalently, the recurrent component of the Kreiger cover. We note though that our

reconstruction algorithm for topological machines, see Section 4.2, utilizes the topological

equivalence relation that defines the Kreiger cover.

For these topological machines the symbol-labeled transition matrices are replaced by

adjacency matrices with binary entries to indicate whether the transition on that symbol

is allowed or not. Statistical complexity and entropy rate are replaced by their topological

counterparts, which can often be calculated by simply assuming a uniform distribution

over states and transitions in Equations (3.5) and (3.7) (in general, distributions which

maximize the entropy rate must be used). The topological complexity measures the

amount of memory required to specify the language of X and the topological entropy

measures the growth rate of allowed symbol sequences in X .

3.1.5 An Example: The Even Shift

To briefly illustrate the strictly-temporal concepts just reviewed we now go through a

canonical example of the Even Shift and the Even Process, with the associated topological
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and ε-machines. The Even Shift [85] is a subshift of the Full Binary Shift AZ with

A = {0, 1}. It is named the Even Shift because only even blocks of 1s bounded by 0s

are allowed. Thus the forbidden words are odd blocks of 1s bounded by 0s. There is a

countable number of such forbidden words, so the Even Shift is not of finite type, but it is

sofic since it can be presented by a finite-state machine, as shown in Figure 3.1 (a). This

is the topological machine presentation of the Even Shift.

A B0

1

1

(a)

A B0:1/2

1:1/2

1:1

(b)

Figure 3.1. (a) Topological machine presentation of the Even Shift. (b) ε-machine
presentation of the Even Process

To give context, note that the Full Binary Shift is presented by a machine with a single

state that has two self-loops, one for each of the binary symbols. Recall the Full Binary

Shift is the set of all binary strings, and is defined by F as the empty set; no words are

forbidden. The Even Shift, in contrast, has infinitely many forbidden words. However,

just a single additional state is required in its topological machine presentation to specify

all these forbidden words. And, the machine graph provides a semantic interpretation

for the Even Shift. Think of transitions between states in the machines as allowed con-

catenations of symbols onto allowed words. Starting in state A with the empty word, we

can concatenate both a 1 and a 0, as these are allowed transitions leaving state A. If we

concatenate a 0 we return to state A and can repeat. If we concatenate a 1, however, we
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move to state B and from there we can only concatenate another 1 for the next symbol.

This shows how the machine is organized to ensure that only pairs of 1s are ever produced,

guaranteeing there will be no forbidden blocks of an odd number of 1s bounded by 0s.

A class of Even processes can be formed by applying a shift-invariant measure over the

Even Shift. This is most commonly done by adding fixed probabilities to the transitions

of the topological machine, resulting in the ε-machine for that process. Constructing

a stationary process from a shift in this way guarantees the machine presentations will

be topologically equivalent. Said another way, the support of the stochastic process

will be equal to the shift. We note though that going the other direction can be more

complicated. If one starts with a stationary stochastic process and then defines a shift

as the support of that process, the topological machine of that shift is not necessarily

topologically equivalent to the ε-machine of the starting process.

The Even Process typically refers to an assignment of uniform probability to the

transitions of state A. As with the topological machine of the Even Shift, the semantics

of the Even Process are easy to understand from the ε-machine, shown in Figure 3.1

(b). Starting in state A, the process is just flipping a fair coin, except that when a 1 is

produced, the next symbol produced is guaranteed to also be a 1, then it goes back to a

fair coin. We can see how this is a structured stochastic process, and how the ε-machine

fully captures that structure. In the same way the finite presentation of the topological

machine accounts for an infinite number of forbidden words, the finite presentation of

the ε-machine captures the infinite Markov order of the Even Process. With strings of

1s the “phase” (whether that string is even or odd in length) must be remembered, and

as strings of 1s may be arbitrarily long in the Even Process a Markov chain presentation

would need to be infinite Markov order to keep track of that phase.

3.1.6 Algebraic Theory of Patterns as Generalized Symmetries

Unlike the use of group algebra to formalize perfect symmetry, there is no universally

accepted formalism for pattern and structure. There is no way to rigorously show that

machine presentations are the “correct” mathematical formalism. An argument must be

made for this. We have given some arguments at the beginning of this chapter to justify the
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introduction of machines. Ref. [169] gives a more thorough discourse on the general notion

of pattern; “some object O has a pattern P — O has a pattern ‘represented’, ‘described’,

‘captured’, and so on by P — if and only if we can use P to predict or compress O”.

Further, they argue that the machine presentations of computational mechanics are the

proper objects O to capture the pattern P in a process P , as they satisfy five desiderata

for pattern:

1. Algebraic, giving us an explicit breakdown or decomposition of pattern into its parts;

2. Computational, showing how the process stores and uses information;

3. Calculable, analytically or by systematic approximation;

4. Causal, telling us how instances of the pattern are actually produced; and

5. Naturally stochastic, not merely tolerant of noise but explicitly formulated in terms

of ensembles.

Our approach here has been different from that of Ref. [169] in that we have argued for

the use of machines from the start, and in so doing have encompassed, to some degree, all

of the above points under the umbrella of computation. Let us summarize and elaborate

upon these points in our context, and show how machines tie them all together.

As emphasized in the quote above, and as we emphasized in the previous Chapter,

Section 1.3.1, pattern derives from optimal prediction with minimal resources. This is the

computational aspect of Ref. [169]. The Kolmogorov-Chaitin complexity [190, 191, 192]

is discussed as a particular computational approach to pattern. In this, the pattern of

an individual object is captured by the shortest program, typically given as a universal

Turing machine, that exactly reproduces the object. The length of this shortest program

is the Kolmogorov-Chaitin complexity of the object. This measure is maximal for random

sequences, and as such captures “degree of randomness” rather than “degree of organiza-

tion”. Moreover, the quantity is generally not computable, due to the halting problem.

Thus, while Kolmogorov-Chaitin complexity clearly satisfies the computational aspect of

pattern, it is not calculable nor naturally stochastic. In fact, if we wish to distinguish
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structure from randomness, as we do in this work, then Kolmogorov-Chaitin complexity is

a clear example of why pattern must be formulated in terms of ensembles. A finite-state

machine presentation is a program, and from causal equivalence we want the shortest

such program that optimally predicts. However, this is optimal prediction of ensemble

behavior, rather than individual sequences. Take for instance the Full Binary Shift. For

a generic sequence x: ∈ AZ its symbols are entirely independent and so no program can

compress it. However, the topological machine presentation has just a single state. As an

ensemble, the Full Shift is minimally complex; nothing is forbidden and all concatenations

of 0s and 1s are allowed. This is a short description. It is maximally random though, so

any individual sequence must be fully described, symbol by symbol.

The organizational semantics of machines, as described in the Even Shift example

above in Section 3.1.5, captures the causal aspect of Ref. [169]. Machine graphs show, in

a visually interpretable manner, how the allowed symbol concatenations are structured to

produce the allowed sequences of the shift space. Allowed concatenations lead us to the

strongest argument for the use of machines to formalize pattern; the algebraic argument.

As mentioned before, finite-state machines (and thus sofic shifts) have a defining semi-

group algebra [160, 85, 87, 161]. Recall that a group is a set of elements closed under an

associative, invertible binary operation with an identity element. A semi-group generalizes

this by dropping the requirements for invertibility and identity element. The elements of

a machine’s semi-group G(M) are words (symbol blocks) and the binary operation is word

concatenation. Crucially, there is an absorbing semi-group element e ∈ G(M) such that

we = ew = e for all words w ∈ G(M). This element defines the algebra of a particular

machine through the following; for any two words u and v in the language of the machine

L(M) and their concatenation w = uv, if w ∈ L(M) than uv 6= e is an element of G(M),

and if w is not in L(M) than uv = e in G(M). Thus the semi-group algebra of a machine

sends two allowed words to the absorbing element e if and only if their concatenation

produces a word forbidden by the language of the machine. We can relate the semi-group

of a machine to its machine graph through the generators of G(M). The generators are

the single-symbol concatenations, along with e. The single-symbol concatenations are
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the labelled edges of the machine graph; its state transitions. Any “missing” edge that

could be drawn between two states, including a state to itself, that is not a copy of an

existing edge, is an implicit transition that leads an absorbing “forbidden words state”.

All concatenations that lead to the forbidden word state map to e in G(M).

An example for the Even Shift is shown in Figure 3.2. The forbidden state F cycles

on the absorbing element e to depict that all transitions leading to F produce forbidden

words and thus map to e. Recall that the minimal machine presentation shown here is

best understood as a generative model; starting from any state and following transitions

produces words in the language of the Even Shift (as long as they don’t lead to F). Non-

asymptotic machines for both left and right concatenations that can be used to recognize

sequences from the Even Shift are given in Ref. [87].

The Even Shift is described by the following semi-group relations [87]:

010 = e

02 = 0

13 = 1

012 = 120 = 0 .

The smallest forbidden pattern of ‘an odd number of 1s bounded by 0s’ is 010. This is

the irreducible forbidden pattern; thus the main defining relation of the Even Shift is

010 = e. The relations 13 = 1 and 012 = 120 = 0 can be used to reduce longer sequences

of odd-length blocks of 1s bounded by 0s to 010; e.g. 0111110 = 012130 = 010 = e.

Finally, there are no restrictions on sequences of 0s in the Even Shift, which gives the

relation 02 = 0.

To close our arguments for the use of machines to formalize pattern and structure, let’s

re-examine exact symmetry through this lens. There is an appealing logic to the algebraic

perspective. Groups capture symmetry; semi-groups generalize groups; machines are

defined by semi-groups; so machines capture pattern as generalized symmetry. Ref. [169]

introduced an identity element, the null symbol, to their machine algebra in an attempt

to formalize this appeal. Only semi-groups with an identity, called monoids, can contain
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Figure 3.2. Minimal machine presentation of the Even Shift that includes a “forbidden
word state” F . All transitions that lead to this state produce forbidden words and
thus the associated concatenations map to the absorbing semi-group element e in the
machine algebra G(M).

proper groups as sub-groups. However, the binary operation of machine semi-groups is

string concatenation, and the inverse of string concatenation is string splitting, which can

not be performed an arbitrary number of times for finite strings. Thus it can not be that

a machine’s semi-group can contain a symmetry group as a proper sub-group in this way.

That being said, we can still view the semi-group algebra of machines as generalizing

the group algebra of symmetries, in the one-dimensional case, in the following way: all

translation-invariant strings, σp(x:) = x:, define a shift space and thus can be presented by

a machine. Translation-invariant strings are produced by semi-groups with the following

asymptotic property1: for all allowed words w, there is one and only one generator x ∈
A 6= e such that wx 6= e. That is, for every word there is one and only one symbol that can

be concatenated to produce an allowed word. For the machine graph, this means for every

state there is one and only one transition leading to it and one and only one transition

leaving it. From this point of view, we see exact symmetry as a highly restrictive property.

This generalization also adds a computational perspective, as described by desidera-

tum 2. above, to symmetry groups. One may not initially think of symmetry groups as

“storing and processing” information. The machine presentation of translation invariance

makes this computational aspect of symmetry groups explicit. To elaborate, recall that a

1A translation-invariant string s can be described in terms of a minimal block b such that s = · · · bbb · · · .
This is an asymptotic property because the word w must be larger than b for it to hold.
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symmetry group is the group of all transformations that leaves an object unchanged. The

quotient group of a symmetry thus contains all the transformations that do change an

object, but sequentially lead to an overall transformation that brings the object back to

itself. One can think of the elements of the quotient group of a symmetry as being memory

states, or more accurately as the transitions between memory states. They capture the

contextual information required for a regular pattern. The group relations specify how

these pieces fit together to create the particular pattern. In the one-dimensional case of

a periodic tiling, the generator and defining relation for the quotient group is a counter

that tracks the phase of the periodic pattern. This can be regarded as memory because

the starting point must be stored when traversing the pattern to specify when it repeats.

As an example, consider the shift of strings with the form:

· · · 111000111000111000111000111000111000111000111000111 · · · ,

with the repeating pattern of three 1s followed by three 0s (or vice versa). The minimal

machine presentation of this shift is shown in Figure 3.3. This pattern requires six unit

shifts to return back to itself, and thus the machine has six internal states, reflecting the

quotient group of this symmetry. To ask whether a 1 is in the middle of a block of 1s,

or on the right end of a block, is equivalent to asking whether that 1 was generated from

state B or state C. It is in this way that the internal states act as a counter tracking the

phase of the repeating pattern.

Figure 3.3. Minimal machine presentation of the shift space of translation-invariant
strings · · · 111000111000111 · · · .
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3.2 Spatiotemporal Presentations

Moving to systems with spatial dimensions introduces many conceptual and technical

difficulties for generalizing computational mechanics. The global approach, outlined be-

low, is the most straightforward way to apply computational mechanics to spatiotemporal

systems, though it is essentially intractable in practice. The work of Hanson and Crutch-

field [5, 193, 194, 116, 4], described further in Section 4.4.1, is an attempt at handling a

global, configurational type approach in a manageable way. Instead of focusing on how

all possible configurations evolve, focus on special sets of homogeneous, dynamically in-

variant configurations. While grounded in solid dynamical systems principles and highly

successful in 1D cellular automata, this method has its own difficulties and shortcom-

ings. Most notably in practical application of the method to higher dimensional systems

(though still theoretically sound in any dimension).

It turns out to be quite fruitful to take a local, rather than global, perspective when

moving to the spatially-extended setting. That is, instead of seeking a presentation for

the global dynamic, try to find presentations for each site in spacetime that encode the

rules for local transitions in time and space. Such a local spatiotemporal computational

mechanics however is not so straightforward. At present, this local theory is incomplete.

As mentioned for computational mechanics in its original temporal setting, there is not

a single machine presentation for a process which answers all questions about that pro-

cess. This situation is even worse for local spatiotemporal computational mechanics. For

instance, the ε-machine is the presentation for optimal prediction of the future of a pro-

cess, given the past. In the time series case, there is only one notion of past and future.

But there may be different notions of a local future which one may want to predict in

a spatiotemporal system. There can thus be a multitude of different local presentations

for a spatiotemporal process [195]. Not just answers to different questions, but also there

are now different ways to ask the same question in spatiotemporal settings (e.g. not just

prediction vs generation, but now also what do you want to predict or generate).

First we outline the global approach and why it is infeasible in practice. Then we give

a detailed review of the standard local approach, the local causal states, as first given in
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Ref. [110]. Notice we will be using just the states, and not a full machine (i.e. states and

their transitions). Similar to the intractability of high-dimensional shift spaces, regular

languages and finite-state machines do not have straightforward generalizations to higher

dimensions [196]. Though we do not give the details here, the transition structure of the

local causal states outlined in Ref. [110] does not yield consistent presentations of their

associated spacetime shifts [195]. Despite this, we will see in the following Chapters that

the local causal states are nonetheless capable of capturing complex pattern and structure

in spacetime.

3.2.1 Global ε-Machine

The most obvious way to tackle spatiotemporal systems with computation mechanics is

to treat the system as a time series of evolving configurations. We can thus reduce the

problem to the familiar time series setting of computational mechanics, only now with

an alphabet size exponential in the size of the spatial lattice. While this can be done

in theory, one quickly sees that this approach is intractable for all practical purposes.

Not only would you need an immense amount of computation power and data to process

in order to reconstruct a global machine, but even if you could get a result it would

present structure in the dynamics at the full configuration level. Most often in spatially-

extended systems there is interest in localized structures in space and how they evolve in

time. Global causal states would only be able to code for full configurations. It would be

difficult to access information on a particular localized structure since this structure may

appear in various configurational contexts and it is only the full configurations that are

being represented with this global spacetime ε-machine.

3.2.2 Local Causal States

The causal equivalence relation is the core of computational mechanics, and this remains

the case when moving to spatiotemporal systems. What we need are notions of past and

future in the spatiotemporal setting. The global machine uses the same notion of pasts

and futures as the temporal setting but with full spatial configurations rather than a

single observed symbol.
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Since the global approach is intractable, we instead take a local approach. We seek

not pasts and futures of the full spatial configuration, but rather local pasts and futures

for each site on the spatial lattice. This is the opposite extreme from the global approach

and, as we will see, has many advantages. Chief among them being tractability; the

huge space of configurations is replaced by a smaller (though still high dimensional) space

of local pasts and futures as discussed below. This approach also allows for clear and

interpretable representations of localized structures that emerge in the spatial lattice.

Since the single lattice site representations can be composed together to form larger sized

representations (including the full spatial lattice), as discussed below, this approach can

uniformly capture pattern and structure at all scales in the system.

3.2.2.1 Local Analogues

The simplest local approach is to look at the time series produced by the evolution of

each site on the lattice

. . . ,xr
−1,x

r
0,x

r
0, . . .

This approach though ignores the explicit interactions between the sites, which is exactly

what we are interested in as it is these interactions that produce complex patterns and

structures in space and time.

Thus we want to take into account not just the pasts and futures of the individual

lattice sites, but also the spacetime points that they could affect and could be affected

by through local interactions. For systems that evolve according to a homogeneous local

dynamic, influence can only propagate at a finite speed through the lattice, and this

naturally leads to the use of lightcones as local pasts and futures.

Formally, the past lightcone L− of a spacetime random variable Xr
t is the set of all

random variables at previous times that could possibly influence it. That is:

L−(r, t) ≡
{
Xr′
t′ : t′ ≤ t and ||r′ − r|| ≤ c(t− t′)

}
, (3.9)

where c is the finite speed of information propagation in the system. Similarly, the future

lightcone L+ is given as all the random variables at subsequent times that could possibly
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be influenced by Xr
t :

L+(r, t) ≡
{
Xr′
t′ : t′ > t and ||r′ − r|| ≤ c(t′ − t)

}
. (3.10)

We include the present random variable Xr
t in its past lightcone, but not its future light-

cone. An illustration for one-space and time (1 + 1D) fields on a lattice with nearest-

neighbor (or radius-1) interactions is shown in Fig 3.4. We use L− to denote the random

variable for past lightcones with realizations `−; similarly, L+ those with realizations `+

for future lightcones.

Present t = t0

Past t < t0

Future t > t0

Xr0
t0

L−(r0, t0)

L+(r0, t0)

r0

t 0

Space

T
im

e

Figure 3.4. Lightcone random variable templates: Past lightcone L−(r0, t0) and future
lightcone L+(r0, t0) for present spacetime point Xr0

t0
in a 1 + 1 D field with nearest-

neighbor (or radius-1) interactions.

An aspect of past lightcones that highlights their importance and further justifies their

use as local pasts is their relation to the governing local dynamics through higher-order

lookup tables. The nth-order lookup table φn maps the radius r = n · c neighborhood of a

site to that site’s value n time-steps in the future. Said another way, a spacetime point

xr
t+n is completely determined by the radius R = n · c neighborhood n time-steps in the

past according to φn
(
ηn·c(xr

t

))
. To fill out the elements of φn, apply φ to all points of ηn·c

to produce η(n−1)·c and so on until η0 = x is reached. This is what we call the lookup table

cascade, the elements of which are finite-depth past lightcones.

The choice of lightcone representations for both local pasts and futures is ultimately a

weak-causality argument; influence and information propagate locally through a spacetime
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site from its past lightcone to its future lightcone. By definition no spacetime site outside

of the past lightcone of xr
t can causally influence xr

t . Nor can xr
t causally influence any

spacetime point outside of its future lightcone.

3.2.2.2 Local Causal Equivalence Relation

Having established the use of lightcones as local pasts and futures, generalizing the causal

equivalence relation to spacetime is now straightforward. Two past lightcones are causally

equivalent if they have the same distribution over future lightcones:

`−i ∼ε `−j ⇐⇒ Pr
(
L+|`−i

)
= Pr

(
L+|`−j

)
. (3.11)

This local causal equivalence relation over lightcones implements an intuitive notion of

optimal local prediction [110]. At some point xr
t in spacetime, given knowledge of all

past spacetime points that could possibly affect xr
t—i.e., its past lightcone `−(r, t)—what

might happen at all subsequent spacetime points that could be affected by xr
t—i.e., its

future lightcone `+(r, t)?

The equivalence relation induces a set Ξ of local causal states ξ. A functional version

of the equivalence relation is helpful, as in the pure temporal setting, as it directly maps

a given past lightcone `− to the equivalence class [`−] of which it is a member:

ε(`−) = [`−]

= {`−′ : `− ∼ε `−
′}

or, even more directly, to the associated local causal state:

ε(`−) = ξ`− .

3.2.2.3 Properties

Closely tracking the standard development of temporal computational mechanics [169], a

set of results for spatiotemporal processes parallels those of temporal causal states [110],

which we summarize here.

• Local Causal States Are Minimal Sufficient Statistics
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The starting point for this path of generalizing computational mechanics is again

optimal (local) prediction. Formally, the notion of optimal prediction here means

getting the correct conditional distribution Pr(L+|`−). That is, the local causal

states are minimal sufficient statistics of past lightcones for optimal prediction of

future lightcones.

• Local Causal States are Unique

In fact, the local causal states are the unique minimal sufficient statistics for this

task of optimal local prediction.

• Patch Composition

A patch is a connected subset of the spatial configuration at a particular time.

These patches have past and future lightcones, similarly defined as all points in

spacetime which can affect or be affected by that patch. The patch lightcones

are just the unions of the single-site lightcones for all spatial sites in the patch.

Optimal patch prediction then is getting the correct conditional distribution over

future patch lightcones, given the past patch lightcone. Optimal patch predictors

are the minimal sufficient statistics for optimal patch prediction, and are uniquely

determined by the composition of all the local causal states within the patch.

• Global Prediction

Consider the full spatial configuration as the largest possible patch for the system.

Optimal prediction of this patch is then optimal prediction of the evolution of the

full system. The minimal sufficient statistic for this global prediction are the config-

urational causal states, which are the states of the global ε-machine described above.

Thus the global causal state at any time is uniquely determined by the collection of

all local causal states in the spatial lattice at that time.

• Markov Properties

The parents of the local causal state at (r, t) are the local causal states at all points

at time t − 1 which are inside the past lightcone `−(r, t). That is, the local causal
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states at all points inside the depth-1 past lightcone at (r, t). The local causal state

at (r, t) is independent of the configuration in its past lightcone, `−(r, t), given its

parent states. Similarly, the local state at a point (r, t) is independent of the local

causal states of points in its past lightcone, given its parents. This is known as

Markov shielding.

It is conjectured that the spacetime field of local causal states is a Markov random

field.

3.2.2.4 Causal state filtering

As in purely-temporal computational mechanics, the local causal equivalence relation

Equation (3.11) induces a partition over the space of (infinite) past lightcones, with the

local causal states being the equivalence classes. We will use the same notation for local

causal states as was used for temporal causal states above, as there will be no overlap

later: Ξ is the set of local causal states defined by the local causal equivalence partition,

ξ denotes the random variable for a local causal state, and ξ for a specific causal state

realization. The local ε-function ε(`−) maps past lightcones to their local causal states

ε : `− 7→ ξ, based on their conditional distribution over future lightcones.

For spatiotemporal systems, a first step to discover emergent patterns applies the

local ε-function to an entire spacetime field to produce an associated local causal state

field S = ε(x). Each point in the local causal state field is a local causal state Sr
t =

ε
(
`−(xr

t )
)

= ξ ∈ Ξ.

The central strategy here is to extract a spatiotemporal process’ pattern and structure

from the local causal state field. The transformation S = ε(x) of a particular spacetime

field realization x is known as causal state filtering and is implemented as follows. For

every spacetime coordinate (r, t):

1. At xr
t determine its past lightcone L−(r, t) = `−;

2. Form its local predictive distribution Pr(L+|`−);

3. Determine the unique local causal state ξ ∈ Ξ to which it leads; and

4. Label the local causal state field at point (r, t) with ξ: Sr
t = ξ.
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Notice the values assigned to S in step 4 are simply the labels for the corresponding

local causal states. Thus, the local causal state field is a semantic field, as its values are

not measures of any quantity, but rather labels for equivalence classes of local dynamical

behaviors as in the measurement semantics introduced in Ref. [197].

Though the local causal states are not a full machine presentations, they gain immense

utility through causal filtering. Because observable spacetime fields are transformed lo-

cally, at each point in spacetime, the resulting local causal state field shares the same

coordinate geometry of the observable field. This means pattern and structure of arbi-

trary shapes and sizes in the observable field can be defined through properties of the

corresponding regions in the latent local causal state field. As we will see in Section 4.4.2,

this includes algebraic properties that generalize exact symmetries in higher dimensions

in an analogous manner described above, in Section 3.1.6, to machine presentations of

temporal processes. The local causal states do not have a semi-group algebra generated

by “word” concatenations, but the geometry of local causal state fields afforded by causal

filtering provides relations among the local causal states that allow for algebras generated

by spacetime shifts. As we will see in Chapters 4 and 5, the local causal states can capture

quotient groups of generalized spacetime symmetries.

Causal filtering – through the shared coordinate geometry of x and S and the space-

time algebra over the local causal states– is the main theoretical contribution of this

thesis. The applications to coherent structures in Chapters 6 and 7 are made possible

using the shared coordinate geometry. Moreover, the spacetime algebra of local causal

states provides the formal physical basis of coherent structures as locally broken (gener-

alized) symmetries. Similarly, the analysis of CA patterns in Chapters 4 and 5, and their

connection to spacetime invariant sets, is made possible only through causal filtering.
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Chapter 4

Cellular Automata: Domain

Patterns

We are ultimately interested in far-from-equilibrium pattern and structure in natural

systems. In Chapter 1 we discussed the difficulties far-from-equilibrium systems pose for

the traditional tools of physics. Emergent behaviors can not be deduced from governing

equations nor isolated in carefully controlled experiments, making it seemingly impossible

to test potential mechanistic hypotheses underlying these behaviors. Thus, in Chapter 3

we introduced the local causal states as a behavior-driven approach based on intrinsic

computation, developed in Chapter 2, to circumvent these issues. There are three looming

hurdles that prevent us from jumping straight in and applying the local causal states

to natural systems. One is an imminently practical concern that we will return to next

Chapter in Sections 7.1 and 7.2: the algorithmic and computational challenges of inferring

the local causal states (what we call local causal state reconstruction) for natural systems.

The other two issues are conceptual.

First, in Section 3.1.6 we argued for machine presentations as the appropriate math-

ematical formalism to capture pattern as generalized symmetry. However, machines can

not be easily generalized to higher dimensions and as we saw in Section 3.2.2 the lo-

cal causal state approach we will use, based on causal state filtering, does not utilize

state transitions. Thus it remains to be seen whether the local causal states are useful

for capturing pattern in higher dimensions in the way machines capture pattern in one
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dimension.

Second, we again emphasize that there is no general theory, no ground-truth, for what

actually constitutes an “organized structure” in far-from-equilibrium systems. Even if we

do apply the local causal states to a natural system, how will we know whether they are

telling us anything meaningful about the system? There are certainly many “know it

when you see it” cases, like the Great Red Spot of Jupiter, but we would like to be more

principled and systematic than that. Ideally, we would like to construct a physical theory

of self-organization in far-from-equilibrium systems, based on the local causal states, that

defines a ground-truth.

As a first step towards this lofty goal, we need to start in a simpler setting. Before we

can use the local causal states to learn about natural systems, we need to learn more about

the local causal states and their ability to capture pattern and structure in spacetime.

Cellular automata will be our proving ground. They are fully discrete and thus more

immediately amenable to computation-theoretic approaches like the local causal states.

For the one-dimensional cellular automata that we will use, their spatial configurations

can be studied using the tools and machine presentations of symbolic dynamics, thanks

to the Curtis-Hedlund-Lyndon theorem (see Section 2.3).

Crutchfield and Hanson introduced a principled analysis of CA patterns and structures

[103, 5, 193, 194, 116, 198, 4]. They defined domain patterns as dynamically invariant

sets of spatially statistically stationary configurations with finite memory. This led to

formal methods for proving that domains were spacetime shift-invariant and so domi-

nant patterns for a given CA. Having identified these significant patterns, they created

spatial transducers that decomposed a CA spacetime field into domains and nondomain

structures, such as particles and particle interactions [199]. We refer to this analysis of

CA structures as the domain-particle-interaction decomposition (DPID). The following

extends DPID but, for the first time, uses local causal states to define domains and co-

herent structures. In this, domains are given by spacetime regions where the associated

local causal states have time and space translation symmetries. Formally, this defines

domain patterns as generalized spacetime symmetries. The local causal state extension is
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crucial, as the dependence of DPID analysis on finite-state machines greatly complicates

its application to natural systems.

Our exploration of the patterns and structures produced by cellular automata, as de-

scribed by the local causal states, proceeds as follows. In Section 4.1 we review cellular

automata. Then the topological reconstruction technique for inferring local causal states

from discrete-valued spacetime fields is given in Section 4.2, and the automata-theoretic

perspective of the global dynamics of CAs, the key ingredient of DPID, is given in Sec-

tion 4.3. These two Sections establish the analysis tools that will be used in what follows.

This sets us up to define the key notion of cellular automata domains in Section 4.4, which

formalizes pattern in spatiotemporal systems as generalized spacetime symmetries. We

then take a brief detour in Chapter 5 to relate domains to particular dynamical properties

of cellular automata. Finally, in Chapter 6 we use domains to formalize coherent struc-

tures in cellular automata as localized deviations from generalized symmetries. Taken

together, the results demonstrated in these Chapter show that the local causal states can

capture meaningful spacetime pattern and structure in a principled manner.
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4.1 Cellular Automata

A cellular automaton (CA) is a a fully-discrete spatially-extended dynamical system with

a regular spatial lattice in d dimensions L = Zd, consisting of local variables taking values

from a discrete alphabetA and evolving in discrete time steps according to a local dynamic

φ. Time evolution of the value at a site on a CA’s lattice depends only on values at sites

within a given radius R. The collection of all sites within radius R of a point xr
t , including

xr
t itself, is known as the point’s neighborhood η(xr

t ):

η(xr
t ) = {xr′

t : ||r− r′|| ≤ R; r, r′ ∈ L} .

The neighborhood specification depends on the form of the lattice distance metric chosen.

The two most common neighborhoods for regular lattice configurations are the Moore and

von Neumann neighborhoods, defined by the Chebyshev and Manhattan distances on L,

respectively.

The local evolution of a spacetime point is given by:

xr
t+1 = φ

(
η(xr

t )
)
,

and the global evolution Φ : AL → AL of the spatial field is given by:

xt+1 = Φ(xt) . (4.1)

For example, this might apply φ in parallel, simultaneously to all neighborhoods on the

lattice. Although, other local update schemes are encountered.

As noted, CAs are fully discrete dynamical systems. They evolve an initial spatial

configuration x0 ∈ AL according to Eq. (4.1)’s dynamic. This generates an orbit x0:t =

{x0,x1, . . .xt−1} ∈ AL×Z. Usefully, dynamical systems theory classifies a number of orbit

types. Most basically, a periodic orbit repeats in time:

xt+p = Φp(xt)

= xt , (4.2)

where p is its period—the smallest integer for which this holds. A fixed point has p = 1

and a limit cycle has finite p > 1. An aperiodic orbit has no finite p; a behavior that can

occur only on infinite lattices.
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Since CA states are spatial configurations an orbit x0:t is a spacetime field. These

orbits constitute the spatiotemporal processes of interest in this Chapter. Visualizing CA

orbits as spacetime fields reveals the fascinating patterns and localized structures that

CAs produce and how the patterns and structures evolve and interact over time.

4.1.1 Elementary Cellular Automata

The parameters (A, R) define a CA class. One simple but nontrivial class is that of the

so-called elementary cellular automata (ECAs) [100] with a binary local alphabet A =

{0, 1} and radius R = 1 local interactions η(xrt ) = xr−1
t xrtx

r+1
t . Due to their definitional

simplicity and wide study, we mostly explore ECAs in our examples.

A local update rule φ is generally specified through a lookup table, which enumerates

all possible neighborhood configurations η and their outputs φ(η). The lookup table for

ECAs is given as:

η Oη = φ(η)

1 1 1 O7

1 1 0 O6

1 0 1 O5

1 0 0 O4

0 1 1 O3

0 1 0 O2

0 0 1 O1

0 0 0 O0

,

where each output Oη = φ(η) ∈ A and the ηs are listed in lexicographical order. There are

28 = 256 possible ECA lookup tables, as specified by the possible strings of output bits:

O7O6O5O4O3O2O1O0. A specific ECA lookup table is often referred to as an ECA rule

with a rule number given as the binary integer o7o6o5o4o3o2o1o0 ∈ [0, 255]. For example,

ECA 172’s lookup table has output bit string 10101100.

4.2 Topological Reconstruction

Being a behavior-driven technique, the local causal states are reconstructed from space-

time field realizations, rather than calculated from a system’s equations of motion. As
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the results presented in Sections 4.4 and 5 below rely on symmetries in local causal state

fields, it is important to know whether one has a faithful local causal state reconstruction

or not.

Using the local causal equivalence relation as given in Eq. (3.11) presents a chal-

lenge since the conditional distributions over lightcones must be inferred from finite re-

alizations. To circumvent this, we instead use topological reconstruction. This replaces

probabilistic morphs morphP(`−i ) = Pr
(
L+|`−i

)
with topological morphs morphT (`−i ) =

{all `+
j occurring with `−i }, which are the supports of the probabilistic morphs. Thus,

two past lightcones are topologically (causally) equivalent if they lead to the same set of

future lightcones. Contrast this with being probabilistically (causally) equivalent, if they

have the same distribution over future lightcones.

Topological reconstruction is particularly convenient for fully-discrete systems such as

CAs, since the topological morphs for finite-depth lightcones can be exactly reconstructed

and the condition for topological equivalence is exact. (That is, are the topological morph

sets the same or not?) Moreover, the number of unique past lightcone-future lightcone

pairs seen in spacetime field data is monotone increasing, providing a measure of con-

vergence for identifying topological morphs. In short, finite-depth approximations to the

topological local causal states can be exactly reconstructed with confidence.

For concreteness, the topological reconstruction of local causal states in what follows

uses past and future lightcone depths of 3 for explicit symmetry domains and past light-

cone depth 8 and future lightcone depth 3 for hidden symmetry domains. (Domain types

are defined in Section 4.4.3.)

4.3 Automata-Theoretic CA Evolution

Rather than study how a CA evolves individual configurations, it is particularly informa-

tive to investigate how CAs evolve sets of configurations [5, 199]. This allows for discovery

of structures in the state space of a CA induced by Φ.

For cellular automata in one spatial dimension, configurations x ∈ AZ are strings over

the alphabet A. Sets of strings recognized by finite state machines are called regular
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languages. Any regular language L has a unique minimal finite-state machine M(L)

that recognizes or generates it [84]. These automata are useful since they give a finite

representation of a typically infinite set of regular-language configurations.

As described in more detail in Section 2.3, not all regular languages are appropriate as

sets of spatial configurations for cellular automata; we consider only sets that are subword

closed and prolongable in the sense that every word in the language can be extended to

the left and the right to obtain a longer word in the language. In automata theory these

are known as factorial, prolongable regular languages. In symbolic dynamics [78] these

are the languages of sofic shifts—closed, shift-invariant subsets of AZ that are described

by finite-state machines. The language L of a sofic shift X ⊆ AZ, a sofic language, is the

collection of all words that occur in points x ∈ X . (See Section 2.3 for details of sofic

languages; sometimes called process languages in the computational mechanics literature.)

Every state of the machine M(L) for a sofic language L is both a start and end state.

For the remainder of our development any language L always refers to a sofic language,

and the machine M(L) refers to the unique minimal deterministic finite-state machine

presentation of that language.

To explore how a CA evolves languages we establish a dynamic that evolves machines.

This is accomplished via finite-state transducers. Transducers are a particular type of

input-output machine that maps strings to strings [200]. This is exactly what a (one-

dimensional) CA’s global dynamic Φ does [101]. As a mapping from a configuration xt at

time t to one xt+1 at time t+ 1, Φ is also a map on a configuration set Lt from one time

to the next Lt+1:

Lt+1 = Φ(Lt) . (4.3)

The global dynamic Φ can be represented as a finite-state transducer TΦ that evolves

a set of configurations represented by a finite-state machine. This is the finite machine

evolution (FME) operator [5]. Its operation composes the CA transducer TΦ and finite-

state machine M(Lt) to get the machine Mt+1 = M(Lt+1) describing the set Lt+1 of
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spatial configurations at the next time step:

Mt+1 = min
(
TΦ ◦M(Lt)

)
. (4.4)

Here, min(M) is the automata-theoretic procedure that minimizes the number of states

in machine M . While not entirely necessary for language evolution, the minimization

step is helpful when monitoring the complexity of Lt. The net result is that Eq. (4.4) is

the automata-theoretic version of Eq. (4.3)’s set evolution dynamic. Analyzing how the

FME operator evolves configuration sets of different kinds is a key tool in understanding

CA emergent patterns.

4.4 CA Domains

Modern physics evolved to use group theory to formalize the concept of symmetry [201].

The successes in doing so are legion in twentieth-century fundamental physics. When

applied to emergent patterns, though, group-theoretic descriptions formally describe only

their exact symmetries. This is too restrictive for more general notions—naturally occur-

ring patterns and structures that are an amalgam of strict symmetry and randomness.

Thus, one appeals to semi-group theory [202, 87] to describe partial symmetries. This use

of semigroup algebra is fundamental to automata as developed in early computation the-

ory [203, 204]. In this, different classes of automata or “machines” formalize the concept

of pattern; see Section 3.1.6. Through the connection with semi-group theory, pattern

captured by machines can be seen as a system’s generalized symmetries. The variety

of computational model classes [84] then becomes an inspiration for understanding emer-

gent natural patterns [203]. Alluding to condensed matter physics, we will refer to regions

with this generalized symmetry as domains. They are the background organizations above

which coherent structures are defined; see Chapter 6.

Below we give two distinct domain definitions; one in terms of dynamically-invariant

sets, the other in terms of local causal state symmetries. For both, a formal notion of

domain is used to discover and describe these and other emergent spacetime structures

that form in CA spacetime fields.
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4.4.0.1 Structure From Broken Symmetries

Structure is often described as arising from broken symmetries [133, 33, 10, 205, 206, 29,

30, 207]. Though key to our development, broken symmetry is a more broadly unifying

mechanism in physics. Care, therefore, is required to precisely distinguish the nature

of broken symmetries we are interested in. Specifically, our formalism seeks to capture

coherent structures as temporally-persistent, spatially-localized broken symmetries.

Drawing contrasts will help delineate this notion of coherent structure from others

associated with broken symmetries. Equilibrium phase transitions also arise via broken

symmetries. There, the degree of breaking is quantified by an order parameter that

vanishes in the symmetric state. A transition occurs when the symmetry is broken and

the order parameter is no longer zero [206].

This, however, does not imply the existence of coherent structures. When the order

parameter is global and not a function of space, symmetry is broken globally, not locally.

And so, the resulting state may still possess additional global symmetries. For example,

when liquids freeze into crystalline solids, continuous translational symmetry is replaced

by a discrete translational symmetry of the crystal lattice—a global symmetry.

Similarly, the primary bifurcation exhibited in nonequilibrium phase transitions occurs

when the translational invariance of an initial homogeneous field breaks [29, 30]. It is

often the case, though, as in equilibrium, that this is a continuous-to-discrete symmetry

breaking, since the cellular patterns that emerge have a discrete lattice symmetry. To

be concrete, this occurs in the conduction-convection transition in Rayleigh-Bénard flow.

The convection state just above the critical Rayleigh number consists of convection cells

patterned in a lattice [17, 20]. In the language used here, the above patterns arise as a

change of domain structure, not the formation of coherent structures. Coherent structures,

such as topological defects [29, 208], form at higher Rayleigh numbers when the discrete

cellular symmetries are locally broken.

Describing domains, their use as a baseline for coherent structures, and how their own

structural alterations arise from global symmetry breaking transitions delineates what

our coherent structures are not. To make positive headway, we move on to a direct
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formulation, starting with how they first appeared in the original DPID and then turning

to express them via local causal states. After establishing domain formalism, and taking

a detour connecting domain behaviors to CA subdynamics in Section 5, we will return

to the task of defining coherent structures and providing examples of CA structures in

Section 6.

4.4.1 DPID Patterns: Spacetime Invariant Sets

Domains of one-dimensional cellular automata were defined in DPID pattern analysis

[5, 193, 194, 116, 4] as sets of spatially (and statistically) homogeneous configurations

that are invariant under a CA dynamic Φ.

Presently, we find it useful to restate and reinterpret these results using symbolic

dynamics [78]. Recall from Section 2.3 that a shift space, or simply a shift, X ⊆ AZ is

a compact, shift-invariant subset of the full-A shift AZ. A point x = · · ·x−2x−1x0x1 · · ·
in a shift space is an indexed bi-infinite string of symbols in A and the shift operator σ

increments the indices of points by one; if y = σ(x) for x ∈ X , then yi = xi+1 and by

definition y ∈ X . As the name suggests, a sliding block code Φ : X → Y maps points from

one shift space to another using a sliding-window function φ: yi = φ(xi−m:i+n), where

x ∈ X , y ∈ Y . We are particularly interested in surjective codes, also known as factor

maps. The notational overlap with CA dynamics is intentional: CAs are uniform sliding

block codes (m = n = R) that commute with σ [170].

We now give the spacetime invariant set definition of CA domains using this symbolic

dynamics formalism. We consider sets of CA configurations given as shift spaces, and

these are invariant sets of the CA if the CA dynamic Φ is a factor map from that shift

space to itself.

Definition 1. Consider a CA Φ and a set Λ = {Λ1,Λ2, . . . ,Λp̂} of shift spaces Λi ⊆ AZ.

Together, this set of shifts is a domain of Φ if the following hold:

1. Spatial invariance: Each Λi ∈ Λ is an irreducible sofic shift. That is, the set of

strings in each Λi is generated by a strongly-connected finite-state machine M(Λi).

2. Temporal invariance: Φ : Λi → Λi+1(mod p̂) is a factor map from Λi to Λi+1(mod p̂).
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Thus, Φp̂ : Λi → Λi is a factor from Λi to itself, for all Λi ∈ Λ.

Each distinct Λi is a temporal phase of the domain and the number p̂ of temporal phases

is the recurrence time of the domain—the minimum number of time steps required for Φ

to map a temporal phase back to itself. The size s of the minimal cycle in M(Λi) is the

spatial period of Λi. For all known examples, the spatial period of each Λi in a given Λ is

the same; thus, making s the spatial period of the domain.

An ambiguity arises here between Λ’s recurrence time p̂ and its temporal period p.

For a certain class of CA domain (those with explicit symmetries, see Section 4.4.3) , the

domain states x ∈ Λ are periodic orbits of the CA, with orbit period equal to the domain

period: x = Φp(x). It is less clear how to define the temporal period for domains in general

using this formalism. The temporal period appears to be related more to the spacetime

shift spaces of domain orbits that results from evolving domain spatial shift spaces under

Φ. The spacetime shift spaces of hidden symmetry domains are more complicated objects

than those of explicit symmetry domains. Notably, at present, beyond particular cases it

is not known how to generally relate the domain spatial shifts to their resulting spacetime

shifts.

Given a CA Φ, there are no general analytic solutions to Φp̂(Λi) = Λi. However, given

a candidate shift X it is computationally straightforward to find the factor Y of X under

Φ using the FME operator. That is, we want to restrict the function-domain of Φ to

X and then find the set Y of images y = Φ(x) for all pre-images x ∈ X so that Φ is a

surjective map from X to Y . This is exactly what the FME operator does. If X is an

irreducible sofic shift and X = Φp̂(X ) for some p̂, then X is a domain temporal phase of

Φ. Since the FME evolves machines, we technically look for M(X ) = Φp̂
(
M (X )

)
, where

equality here is given by machine isomorphism 1. If p̂ > 1, the other temporal phases can

be found using Λi+1(mod p̂) = Φ(Λi).

1Crutchfield and McTague implemented an efficient, but exhaustive search algorithm to solve the
invariant equation using the enumerated library of machines of Ref. [209]. Reference [210] analyzed ECA
22 using the approach.
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4.4.1.1 DPID Transducer Filters

Once a CA’s domains Λ0,Λ1, . . . are discovered, they can be used to create a domain

transducer τ that identifies which of configuration x’s sites are in which domain and

which are not in any domain [199]. For a given 1+1 dimension spacetime field x, each of

its spatial configurations x = xt are scanned by the transducer, with output Tt = τ(x).

Although the transducer maps strings to strings, the full spacetime field can be filtered

with τ by collecting the outputs of each configuration in time order to produce the domain

transducer filter field of x: T = τ(x).

Sites xrt “participating” in domain Λi are labeled i in the transducer field. That is:

T rt = τ(xt)
r = i .

Other sites are similarly labeled by the particular way in which they deviate from do-

main(s). One or several sites, for example, can indicate transitions from one domain

temporal phase or domain type to another. If that happens in a way that is localized

across space, one refers to those sites as participating in a CA particle. Particle interac-

tions can also be similarly identified. Reference [5] describes how this is carried out.

In general, a stack automaton is needed to perform this domain-filtering task, but it

may be efficiently approximated using a finite-state transducer [199].

This filter allows us not only to formally define CA domains, the transducer allows

for site-by-site identification of domain regions and thus also sites participating in non-

domain patterns. In this way and in a principled manner, one finds localized deviations

from domains. In Section 6 we will use these as candidate coherent structures.

Originally, this was called cellular automata computational mechanics. Since then,

other approaches to spatiotemporal computational mechanics developed, such as local

causal states. We now refer to the above as DPID pattern analysis.

4.4.2 Local Causal State Symmetries

DPID pattern analysis formulates domains directly in terms of how a system’s dynamic

evolves spatial configurations. That is, domains are sets of structurally homogeneous

spatial configurations that are invariant under Φ. While this is appealing in many ways,
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the FME can not be applied to more complex spatiotemporal systems, such as turbulent

fluid flows. But, the local causal states can.

Just as the causal states help discover structure from a temporal process, we would

like to use the local causal states to discover pattern and structure directly from spacetime

fields. To do so, we start with a precise formulation of domains in terms of local causal

states [115, 114]. Since local causal states apply in arbitrary spatial dimensions, the fol-

lowing addresses general d-dimensional cellular automata. In this, index n ∈ {1, 2, . . . , d}
identifies a particular spatial coordinate.

A simple but useful lesson from DPID is that domains are special (invariant) subsets of

CA configurations. More formally, they are subshifts of the full shift, which is the set of all

possible configurations. Since they are deterministically generated, a CA’s spacetime field

is entirely specified by the rule φ, the initial condition x0, and the boundary conditions.

Here, in analyzing a CA’s behavior, φ is fixed and we only consider periodic boundary

conditions. This means for a given CA rule, the spacetime field is entirely determined by

x0. If it belongs to a domain—x0 ∈ Λi—all subsequent configurations of the spacetime

field will, by definition, also be in the domain—xt = Φt(x0) ∈ Λi. In this sense a domain

Λ ⊆ AL is a subset of a CA’s allowed behaviors: Λ ⊆ Φt(AL), t = 1, 2, 3, . . .. More

formally, the domain spacetime fields that result from evolution of domain configurations

form a spacetime subshift of the spacetime full shift, which is the set of all possible

spacetime fields that CA can produce.

Lacking prior knowledge, if one wants to use local causal states to discover a CA’s

patterns, their reconstruction should be performed on all of a CA’s spacetime behavior

Φt(AL). This gives a complete sampling of spacetime field realizations and so adequate

statistics for good local causal state inference. Doing so leaves one with the full set of

local causal states associated with a CA. Since domains are a subset of a CA’s behavior,

they must be described by some special subset of the associated local causal states. What

are the defining properties of this subset of states which define them as one or another

domain?

The answer is quite natural. The defining properties of local causal states associated

105



with domains are expressed in terms of symmetries. For one-dimensional CAs these

are time and space translation symmetries. In general, alternative symmetries may be

considered as well, such as rotations, as appropriate to other settings. Such symmetries

are directly accessed through causal filtering.

Consider a spatiotemporal process X, the set Ξ of local causal states induced by the

local causal equivalence relation ∼ε over X, and the local causal state field S = ε(x) over

the spacetime field realization x. Let σp denote the temporal shift operator that shifts

a spacetime field x p steps along the time dimension. This translates a point xr
t in the

spacetime field as: σp(x)r
t = xr

t+p. Similarly, let σsn denote the spatial shift operator that

shifts a spacetime field x by sn steps along the nth spatial dimension. This translates a

spacetime point xr
t as: σsn(x)rt = xr

′
t , where r′n = rn + sn.

Definition 2. A pure domain field xΛ is a spacetime field such that σp and the set of

spatial shifts {σsn} applied to SΛ = ε(xΛ) form a symmetry group [201]. The generators

of the symmetry group consist of the following translations:

1. Temporal invariance: For some finite time shift p the domain causal state field is

invariant:

σp(SΛ) = SΛ , (4.5)

and:

2. Spatial invariance: For some finite spatial shift sn in each spatial coordinate n the

domain causal state field is invariant:

σsn(SΛ) = SΛ . (4.6)

The symmetry group is completed by including these translations’ inverses, compositions,

and the identity null-shift σ0(x)rt = xr
t . The set ΞΛ ⊆ Ξ is Λ’s domain local causal states :

ΞΛ = {
(
SΛ

)r
t

: t ∈ Z, r ∈ L}.
A domain Λ of X is the set of all spacetime field realizations xΛ such that SΛ = ε(xΛ)

contains only local causal states from ΞΛ and has the defining spacetime symmetries. The

set Λ is a spacetime shift space—a closed, spacetime-shift invariant subset of AZ×L.
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Note that the spacetime shift space property is a necessity, as two distinct domains

may have the same local causal state symmetries. As an example, below in Section 5.1

we will see that particular CA rules, called additive CAs, produce only domain behavior.

And, their domains all have the same local causal state symmetries. However, they

are still distinct domains as the collective set of all their spacetime fields is not closed

under spacetime shifts. (The easiest way to see this is to realize that elements of the

CA lookup table, together with their updated site values, form spacetime motifs, as

described in Section 2.4.3, and thus different CA rules produce distinct shifts of finite

type with different lists F of forbidden motifs.) Therefore, local causal state symmetries

are characteristic of domain spacetime shift spaces, but do not fully specify these shift

spaces.

The smallest integer p for which the temporal invariance of Eq. (4.5) is satisfied is Λ’s

temporal period. The smallest s for which Eq. (4.6)’s spatial invariance holds is Λ’s spatial

period.

The domain’s recurrence time p̂ is the smallest time shift that brings SΛ back to itself

when also combined with finite spatial shifts. That is, σjσp̂(SΛ) = SΛ for some finite space

shift σj. If p̂ > 1, this implies there are distinct tilings of the spatial lattice at intervening

times between recurrences. The distinct tilings then correspond to Λ’s temporal phases :

Λ = {Λ1,Λ2, . . . ,Λp̂}. For systems with a single spatial dimension, like the CAs we

consider here, the spatial symmetry tilings are simply (SΛ)t = · · ·w · w · w · · · = w∞,

where w = (SΛ)i:i+st . Each domain phase Λi corresponds to a unique tiling wi.

Consider a contiguous region RΛ ⊂ L×Z in S = ε(x) for spacetime field x for which

all points Sr
t in the region are domain local causal states: Sr

t ∈ ΞΛ , (r, t) ∈ RΛ. The

space and time shift operators over the region obey the symmetry groups of pure domain

fields. Such regions, over both x and S = ε(x), are domain regions.

While Definitions 1 and 2 are independent definitions of CA domain that even differ

in what mathematical objects are identified as domains, we have found a strong empirical

correspondence between these two definitions, as demonstrated throughout the rest of

this chapter. We formalize this correspondence as follows.
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Consider a CA Φ and two domain sets Λ1 and Λ2. Λ1 is a set of spatial shifts that satisfy

Definition 1 for Φ: each Λ1
i ∈ Λ1 is an irreducible sofic shift such that Φp̂(Λ1

i ) = Λ1
i . Since

Λ1 is a set of shift spaces that are themselves sets of spatial configurations xΛ1 , we can

simply think of Λ1 as the set of all configurations in the collection {xΛ1 : xΛ1 ∈ Λ1
i ∈ Λ1}

of invariant spatial shifts. Λ2 is a spacetime shift space that satisfies Definition 2 for

Φ: for each spacetime field orbit xΛ2 ∈ Λ2 the local causal-state field SΛ2 = ε(xΛ2) is

comprised of states from ΞΛ2 and is time- and space- translation invariant: σp(SΛ2) = SΛ2

and σs(SΛ2) = SΛ2 . We conjecture the following bijective relationship between Λ1 and

Λ2.

Conjecture 1. For each configuration xΛ1 ∈ Λ1, its orbit under Φ is in Λ2 and each space-

time field xΛ2 ∈ Λ2 is the orbit, under Φ, of a configuration in Λ1. That is, first, for all

xΛ1 ∈ Λ1, there is xΛ2 ∈ Λ2 such that xΛ2 = {xΛ1 ,Φ(xΛ1),Φ2(xΛ1),Φ3(xΛ1), . . .}. And, sec-

ond, for all xΛ2 ∈ Λ2 there is xΛ1 ∈ Λ1 such that xΛ2 = {xΛ1 ,Φ(xΛ1),Φ2(xΛ1),Φ3(xΛ1), . . .}.

Taking this conjecture to be true, the following uses Λ and “domain” to refer both to

sets of invariant spatial shifts (Λ1) and the set of orbits of those spatial shifts (Λ2). We

will see this relationship between domain definitions in all examples given in this Section,

with two particularly detailed examples given in Sections 6.2.1 and 6.3.1.

4.4.3 Domain Classification: Explicit vs Hidden Symmetry

CA domains fall into one of two classes: explicit symmetry or hidden symmetry. In the

local causal state formulation, a domain Λ has explicit symmetry if the time and space

shift operators σp and σs—that generate the domain symmetry group over SΛ = ε(xΛ)—

also generate that same symmetry group over xΛ. That is, σp(xΛ) = xΛ and σs(xΛ) = xΛ.

From this, we see the following.

Lemma 1. Every explicit symmetry domain configuration xΛ ∈ Λ of a CA Φ generates

a periodic orbit of that CA, with the orbit period equal to the domain temporal period.

Proof. This follows since time shifts of the spacetime field are essentially equivalent to

applying the CA dynamic Φ: xt+p = σp(x)t and xt+p = Φp(xt). Thus, if xΛ is any spatial
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configuration of a domain spacetime field—xΛ = (xΛ)t, for any t—then Φp(xΛ) = xΛ if

and only if σp(xΛ) = xΛ.

A hidden symmetry domain is one for which the time and space shift operators, which

generate the domain symmetry group over SΛ, do not generate a symmetry group over

xΛ: σp(xΛ) 6= xΛ or σs(xΛ) 6= xΛ or both.

Domain classification for the invariant-set formulation is similar. A domain Λ has

explicit symmetry if its spatial configurations xΛ are not just shift invariant but also

translation invariant, so that y = σs(xΛ) = xΛ, for all xΛ ∈ Λ. If Λ has hidden symmetry it

is still shift invariant: y = σs(xΛ) ∈ Λ, but it is not translation invariant: y = σs(xΛ) 6= xΛ.

From the machine presentation, Λ is a hidden symmetry domain if M(Λ) has any local

branching in transitions between states; see Section 3.1.6. That is, if there is any state in

M(Λ) such that there is more than one transition leaving that state, then Λ has hidden

symmetry.

Notably, hidden symmetry domains are associated with a level of stochasticity in their

observable spacetime fields. We occasionally refer to these as stochastic domains. The

algebraic formulation just given highlights the notion of hidden symmetry domains as

patterns that generalize the exact spacetime symmetries of explicit symmetry domains.

Example domains from each category are shown in Figure 4.1. ECA 110 is given as

the explicit symmetry example; a sample spacetime field xΛ110
of its domain is shown

in Figure 4.1(a). The associated local causal state field SΛ110
is shown in Figure 4.1(c).

Each unique color corresponds to a unique local causal state. The local causal state

field clearly displays the domain’s translation symmetries. ECA 110’s domain has spatial

period s = 14 and temporal period p = 7. These are gleaned by direct inspection of

the spacetime diagram. Pick any color in SΛ110
and one must go through 13 other colors

moving through space to return to the original color and, likewise, 6 other colors in time

before returning. One can also see that at every time step SΛ110
has a single spatial tiling

w of the 14 states. Thus, the recurrence time is p̂ = 1. Finally, notice from Figure 4.1(a)

that spatial configurations of xΛ110
are periodic orbits of Φ110, with orbit period equal to

the domain period, p = 7.
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(a) Explicit symmetry domain field x�110
. (b) Hidden symmetry domain field x�22

.

(c) Explicit symmetry state field S�110
= ‘(x�110

). (d) Hidden symmetry state field S�22
= ‘(x�22

).

FIG. 2. Pure domain spacetime fields for explicit symmetry and hidden symmetry domains shown in (a) and (b) for ECA 110
and ECA 22, respectively. Associated local causal state fields fully display these symmetries in (c) and (d), with each unique
color corresponding to a unique local causal state. For ECA 110, lightcone horizons h≠ = h+ = 3 were used and for rule 22
h≠ = 10 and h+ = 4.

from the raw spacetime field. However, the causal state
field S�22

is immediately revealing. Domain translation
symmetries are clear. The domain is period 4 in both
space and time: p = s = 4. There are eight unique local
causal states in S�22

and, as the spatial period is 4, the
eight states come in two distinct spatial tilings w1 and w2,
each consisting of 4 states. And so, the recurrence time for
ECA 22 is ‚p = 2. Shortly, we examine hidden symmetries
in more detail to illustrate how the local causal states
lend a new semantics that exposes stochastic symmetries.

Having given concrete demonstrations of the new local
causal state formulation of domains and their classification
in CAs, we move on to more detailed examples that have
been thoroughly studied from the DPID perspective. In
doing so, we will see the strong correspondence between
the two approaches, in terms of both domains as well as
the coherent structures which form atop the domains.

B. Explicit symmetries

We start with a detailed look at ECA 54, whose domains
and structures were worked out in detail via DPID [55].
ECA 54 was said to support “artificial particle physics”
and this emergent “physics” was specified by the complete
catalog of all its particles and their interactions. Here,
we analyze the domain and structures using local causal
states and compare. Since the particles (structures) are
defined as deviations from a domain that has explicit
symmetries, the resulting higher-level particle dynamics
themselves are completely deterministic. As we will see
later, this is not the case for hidden symmetry systems;
stochastic domains give rise to stochastic structures.

1. ECA 54’s domain

A pure-domain spacetime field x� of ECA 54 is shown
in Fig. 3(a). As can be seen, it has explicit symmetries

Figure 4.1. Pure domain spacetime fields for explicit symmetry and hidden symmetry
domains shown in (a) and (b) for ECA 110 and ECA 22, respectively. Associated
local causal state fields fully display these symmetries in (c) and (d), with each unique
color corresponding to a unique local causal state. For ECA 110, lightcone horizons
h− = h+ = 3 were used and for rule 22 h− = 10 and h+ = 4.

For a prototype hidden symmetry domain, ECA 22 is used. Crutchfield and McTague

used DPID analysis to discover this ECA’s domain in an unpublished work [210] that

we used here to produce the domain spacetime field xΛ22
shown in Figure 4.1(b). The

associated causal state field SΛ22
is shown in Figure 4.1(d). Unlike ECA 110’s domain,

it is not clear from xΛ22
what the domain symmetries are. It is not even clear there are

symmetries present from the observable spacetime field. However, the causal state field

SΛ22
is immediately revealing. Domain translation symmetries are clear. The domain is

period 4 in both space and time: p = s = 4. There are eight unique local causal states

in SΛ22
and, as the spatial period is 4, the eight states come in two distinct spatial tilings

w1 and w2, each consisting of 4 states. And so, the recurrence time for ECA 22 is p̂ = 2.

Shortly, we examine hidden symmetries in more detail to illustrate how the local causal
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states lend a new semantics that illuminates stochastic symmetries.

Figure 4.1 shows how the local causal states, through causal filtering, capture patterns

in spacetime as generalized symmetries. For observable spacetime fields with space and

time translation symmetries, i.e. explicit symmetry domains like Λ110, the local causal

states capture the quotient groups of these spacetime symmetries. An observable field

that is not space or time translation invariant may still posses a generalized symmetry,

i.e. a pattern, if the corresponding local causal state field has space and time transla-

tion symmetries. Because the local causal states are still translation invariant, they still

capture the quotient groups and internal organization of these generalized symmetries.

111



Chapter 5

Cellular Automata: Domain

Subdynamics

Early systematic studies of cellular automata focused largely on phenomenology [211, 212,

213, 214] and algebraic properties of additive cellular automata [215, 216]. Analysis was

possible due to the linear superposition exhibited by additive CAs. One challenge was

to extend the analytic techniques appropriate for linear CAs to nonlinear CAs, which

produce much richer and more physically-relevant behaviors.

The first identification of what we now call a CA domain came from the observation

that the nonlinear rule 18, when evolving certain configurations, emulates the linear rule

90 [217]. As described in more detail below, we now know that the set of configurations

over which rule 18 is equivalent to rule 90 is in fact the domain of rule 18. Thus, in the

case of the nonlinear rule 18, its domain represents a subset of behavior that is actually

linear.

This approach was elaborated upon by Refs. [216, 100] and expanded upon by Ref.

[218], which proved nonlinear rules 126 and 146 can be reduced to the linear rule 90. The

latter also showed, under certain conditions, that more general orbits of the nonlinear rules

can be mapped to orbits of rule 90, then mapped back; further extending the use of linear

analytics on nonlinear rules. Reference [219] considered additional algebraic structures to

generalize additive CAs into a larger set of quasilinear CAs that do not obey superposition,

but whose spacetime evolutions can still be predicted in less time then general nonlinear
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CAs. More recently, Ref. [220] defined a special set of quasiadditive spatial configurations

for the nonlinear rule 22 that emulate rule 146 at all even time steps. (Ref. [218] had

already established that rule 146 emulates linear rule 90.)

In this Chapter we utilize the tools just developed in Chapter 4 to further investigate

connections between domain behaviors of CAs and the local update rules that produce

these behaviors. We will demonstrate that all of the results just mentioned of linear be-

haviors embedded in nonlinear CAs are examples of domains. In particular, we will show

that all of the above cases actually correspond to lookup table vacancies that result from

invariant (proper) subshifts of the linear ECA rule 90. In addition, we will show that the

exact symmetries of explicit symmetry domains relate them to the linear dynamic of the

identity rule, ECA 204. We also give a counterexample demonstrating that domain be-

haviors are not always created by additive subdynamics. First though, we define additive

CA dynamics and introduce the formalism of CA subdynamics.

5.1 Additive CAs

A CA is additive if the output φ(η) may be written as a linear combination of the neigh-

borhood entries:

xrt+1 = φ
(
η(xrt )

)
=

R∑
i=−R

aix
i
t (mod |A|) , (5.1)

where ai ∈ A.

CAs are referred to as linear if they obey a linear superposition principle. For any N

radius-R neighborhood configurations ηi, the local update rule φ satisfies:

N∑
i=1

φ(ηi) = φ

(
N∑
i=1

ηi

)
, (5.2)

where
∑

denotes addition modulo |A| over each site in the neighborhoods [215, 218].

Additivity and linearity are distinct properties. For CAs with an alphabet A that has

a prime ring structure, including the binary-alphabet CAs considered here, additivity

and linearity are equivalent (each implies the other) [221]. And so, we use both terms

interchangeably.
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Linear superposition enables powerful analytic techniques. For example, representing

spatial configurations via characteristic polynomials gives a linear time-evolution via mul-

tiplication of a second polynomial representing Φ [215]. Or, one can employ the ergodic

theorem for commuting transformations together with Fourier analysis [216]. Similarly,

ergodic theory interprets additive CAs as endomorphisms of a compact Abelian group,

which have been thoroughly investigated [222].

For general one-dimensional CAs with alphabet A and neighborhood radius R, there

are |A||A|2R+1
update rules. However, only |A|2R+1 are linear. Though there are cases

where nonlinear rules may be mapped onto linear rules [218], the analytic tools just

described apply to a vanishingly small subset of CA rules; hence the interest in extensions

to a wider class of CAs.

In our analysis we examine the powers of the lookup table, also called higher-order

lookup tables. The nth-order lookup table φn maps the radius n · R neighborhood of a

site to that site’s value n time steps in the future. Said another way, a spacetime point

xrt+n is completely determined by the radius n ·R neighborhood n time-steps in the past

according to:

xrt+n = φn
(
ηn(xrt )

)
.

5.2 CA Subdynamics

Laying the groundwork for a CA’s subdynamics requires clarity on what is meant by the

CA dynamic itself. The global dynamic Φ is implemented through synchronous, parallel

application of the local dynamic φ. And so, Φ and φ are closely related, but they should

not be conflated. In what follows, dynamic refers to φ and, more specifically, to its lookup

table. However, since φ is the building block of Φ, restrictions on φ induce restrictions on

Φ. Specifically, these constrain the configurations that we consider evolving under Φ.

A subdynamic of φ then is determined by a subset of elements from its lookup table.

(This need not be a proper subset, we consider the full dynamic φ to be a subdynamic.) To

formalize this we must recast φ’s lookup table (LUT) as a set. We do this by considering

elements of the set LUT(φ) as tuples of neighborhood values and their outputs under φ:
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LUT(φ) ≡ {
(
η, φ(η)

)
: for all η ∈ A2R+1}. We also need to consider higher-order lookup

tables. The generalization to LUT(φn) is straightforward:

LUT(φn) ≡ {
(
ηn, φn(ηn)) : for all ηn ∈ A2nR+1} ,

where the ηn runs through all length 2nR + 1 words in A.

We consider two methods for removing elements from LUT(φn) to create a subdynamic

of φn. The first is related to additive dynamics.

5.2.1 Lookup Table Linearizations

Recall that an additive local dynamic may be written in the form of Equation (5.1). For

each xi, i ∈ {−R,−R + 1, . . . , R − 1, R}, in neighborhood η there is a coefficient ai ∈ A
such that the output of φ for that neighborhood is given by Equation (5.1). Every linear

rule then is specified by a length 2R + 1 vector a of these coefficients. For example,

ECA rule 90 is given by a90 = (1, 0, 1), since xit+1 = φ90(xi−1
t xitx

i+1
t ) = 1xi−1

t + 0xi +

1xi+1
t (mod 2).

For a linear rule given as a coefficient vector, the vector o = aNT gives the lookup table

outputs, where N is the matrix of neighborhood values, each row of N is a neighborhood

η, and these are given in lexicographical order. Thus, we can refer to linear rules via their

coefficient vector a, which will allow us to easily enumerate every additive CA in a given

class.

Consider an arbitrary lookup table LUT(φα) and an additive lookup table LUT(φβ)

in the same CA class.

Definition 3. Construct the φβ-linearization of φα, denoted φα↔β, by removing elements

(η, φα(η)) from LUT(φα) if and only if φα(η) 6= φβ(η). That is, we only keep elements in

LUT(φα) that are also in LUT(φβ).

Being linear, φβ has a coefficient vector aβ, which is now also associated with φα↔β.

For each element (η, φα↔β(η)) ∈ LUT(φα↔β) the output φα↔β(η) is given by aβ ·η, treating

the neighborhood η as a vector and the dot product sum is performed mod |A|. β may

be given as a CA rule number or as a coefficient vector; e.g., LUT(φ18↔90) is the same as

LUT(φ18↔(1,0,1)).
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Generalizing to higher-order lookup tables, LUT(φnα↔β) denotes keeping only elements

in LUT(φnα) if and only if φnα(ηn) = φnβ(ηn). At higher powers, there may be linearizations

that are not powers of a linear rule in the CA class. For example, take φα to be an

ECA—CA class (A = {0, 1}, R = 1). At the second power, we may want a linearization

with coefficient vector a = (0, 1, 1, 1, 1), which is not the second power of a linear ECA.

However, we still want this as a possible linearization of LUT(φ2
α). In such cases, the

coefficient vector will be used for β: LUT(φ2
α↔(0,1,1,1,1)).

Notice that the construction of LUT(φα↔β) is symmetric between LUT(φα) and LUT(φβ)

(via set intersection), and so LUT(φα↔β) = LUT(φβ↔α). That being said, LUT(φα↔β)

linearizes φα to φβ, while the opposite is not true; LUT(φβ↔α) does not nonlinearize φβ.

Any subset of an additive lookup table is necessarily also additive.

5.2.2 Language-Restricted Lookup Tables

Lookup table linearization, as described, is a procedure for defining a particular CA

subdynamic by focusing purely on the lookup table for that CA. Such a subdynamic may

not be realizable on a nontrivial set of spatial configurations, though. For example, ECA

rule 204 is the identity rule, which is linear with coefficient vector a204 = (0, 1, 0). If we

reduce rule 18 to rule 204, the only neighborhoods in LUT(φ18↔204) are 000 and 101. The

only configurations (longer than 3) with only these neighborhoods are all-0 configurations.

The motivation for the second subdynamic-construction method derives directly from

the configurational consistency lacking in the φ18↔204 example. While lookup table

linearization subdynamics are constructed by considering the outputs φα(η), language-

restricted subdynamics are constructed employing the neighborhoods η themselves.

Consider a sofic language L (Section 4.3), its machine M(L), and an arbitrary CA

rule φα.

Definition 4. Construct the L-restriction of φα, denoted φα|L, by removing elements

(η, φα(η)) from LUT(φα) if and only if η /∈ L.

That is, consider each neighborhood η as a length 2R + 1 word and only keep the

neighborhoods that belong to the language L. Operationally, if η ∈ L, there exists a path
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in M(L) such that concatenation of output symbols along that path give the word η.

This easily generalizes to higher powers of LUT(φα), as we can consider the neighbor-

hoods ηn as words of length 2nR + 1, keeping elements (ηn, φnα(ηn)) in LUT(φnα) if and

only if ηn ∈ L.

5.3 Domain-Restricted Lookup Tables and Their Lin-

earizations

When a CA lookup table is restricted to one of its domain languages, temporal consistency

is then added to the configurational consistency of the language-restricted subdynamics.

Surprisingly, restricting a nonlinear CA to a domain can result in an additive subdy-

namic, thus embedding realizable linear behavior in a generally nonlinear system. More

surprising, we demonstrate below that every example of an ECA domain found in the

literature corresponds to an additive subdynamic. This correspondence between domains

and additive subdynamics does not hold generally, however, as we demonstrate with a

counterexample from the CA class (A = {0, 1}, R = 2).

In the absence of a general correspondence, why is it that so many ECA domains do

embed an additive subdynamic? It may be that domain-restricted lookup tables generally

do correspond to permutive subdynamics, rather than additive subdynamics. These are

the partially permutive CAs of Ref. [223]. Permutive CAs are a superset of additive

CAs (all additive CAs are permutive, but not all permutive CAs are additive). Further

investigations are required to show whether or not CA domains generally embed permutive

subdynamics. Even if there is such a general correspondence with permutive subdynamics,

there still remains the question of why so many ECA domains have not just a permutive

subdynamic, but an additive subdynamic. Given the historical interest in embeddings of

linear behaviors in nonlinear CAs, we address this particular question in the remainder

of Chapter 5.

Embedding of linear behavior in a nonlinear CA is certainly an interesting property

of the nonlinear CA, but the mechanism for this behavior is actually best understood

through the linear CA that the nonlinear CA emulates over its domain. We will start by
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showing that, for binary-alphabet CAs, additive dynamics produce only domain behavior.

That is, the full binary shift AZ is invariant under evolution of an additive CA Φβ. If any

proper subshift X ⊂ AZ is also invariant under an additive Φβ, it is by definition linear

(for prime ring alphabet CAs). When a proper subshift is invariant under an additive Φβ

it specifies an additive subdynamic. This leaves vacancies in the full lookup table that

can be filled in to produce a non-additive lookup table that supports the domain additive

subdynamic. We find invariant proper subshifts of the well-studied additive ECA rule 90

to be the mechanism that generates additive subdynamics in the known cases of linear

behavior embedded in nonlinear ECAs.

Before beginning, a few comments about implementing the analysis tools are in order.

ECA lookup tables and their subdynamics are easily analyzed by hand, but higher powers

of the lookup tables quickly become unmanageable. Fortunately, the subdynamic formal-

ism just developed lends itself to automation. In the following, this was implemented in

Python, allowing for exact symbolic exploration of higher-order lookup-table lineariza-

tions. For example, given the set LUT(φnα|L) we can enumerate all possible 2nR + 1

linearizations a to check whether LUT(φnα|L) ⊆ LUT(φnα↔a). If so, φnα linearizes to a over

language L.

Similarly, topological reconstruction (see Section 4.2) of the local causal states for

each example was also implemented in Python. Since the local causal state labels in

causal filtering are arbitrary, we use a simple, but arbitrary alphabetical labeling. To

avoid confusion, we emphasize that for different CAs there is no connection between

states labeled the same. For instance, we give causal filterings of ECAs 90 and 150 in

Figure 5.1, and in each of these there are local causal states labeled A. There is no

relation, however, between state A of rule 90 and state A of rule 150.

5.4 Additive CAs Produce Only Domains

We start with linear CAs and find that all behaviors they produce are domains. From

the invariant set perspective of domain, we state this formally.

Theorem 1. Every nonzero linear CA Φβ with A = {0, 1} is a factor map from the full-A
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shift to itself:

Φβ : AZ → AZ .

Proof sketch Using linear superposition, Equation (5.2), and additivity, Equation (5.1),

a right inverse Φ̃β can be constructed for any linear Φβ so that Φ̃β

(
Φβ (x)

)
= x, for all

x ∈ AZ. See the Appendix in Section 5.9.1 for the detailed proof.

From Theorem 1 we see that every orbit under Φβ lies in the domain invariant set since

the invariant set is the set AZ of all spatial configurations. This means Φβ induces no

spatial restrictions on its images. Though we must note this result is for bi-infinite spatial

configurations x ∈ AZ. If a linear CA evolves configurations using other global topologies

(most commonly a finite ring topology) then it may not be surjective. For example, finite

spatial configurations with an odd number of sites with value 1 are not reachable by the

linear ECA Φ90; there is no y such that x = Φ90(y) for finite x with an odd number of 1s

[215]. Such unreachable states are also known as Garden of Eden states.

What is the local causal state signature of additive CAs that only produce domain

behaviors? The answer is remarkably simple. When spacetime fields are filtered with

the local causal-equivalence relation, there is only a single local causal state. That is, for

every spacetime field x produced by Φβ, the associated local causal state field S = ε(x)

consists of a single state. Thus, the filtered field has trivial time and space translation

symmetries. Moreover, since there is only one local causal state, this symmetry can never

be broken. And so, all spacetime fields of Φβ are necessarily pure domain fields.

Figure 5.1 displays spacetime fields x generated by rule 90, a90 = (1, 0, 1), and rule

150, a150 = (1, 1, 1), with the associated local causal state field S = ε(x) superimposed

on top. The white and black squares are the site values 0 and 1, respectively, of the CA

spacetime field. While the blue letters denote the local causal states for each site in the

field. Such diagrams, with the local causal state field S = ε(x) superimposed over its

associated CA spacetime field x, are called local causal state overlay diagrams.
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(a) Rule 90 spacetime field and associated local causal states.
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(b) Rule 150 spacetime field and associated local causal states.

A0 1

(c) Machine M(AZ) of domain Λ = AZ for φ = 90 and φ = 150.

Figure 5.1. Causally-filtered spacetime fields of (a) rule 90 and (b) rule 150, evolved
from random initial conditions. White and black squares represent 0 and 1 CA site
values, respectively. While blue letters are the associated local causal state label for
that site. (c) Their domains Λ90 = AZ and Λ150 = AZ are described by the single-state
machine M(AZ).
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5.4.1 Causal asymmetry of Rule 60

While AZ is invariant under the additive rule 60, the local causal state analysis reveals

an interesting subtlety. Using standard lightcones, as depicted in Figure 3.4, local causal

state inference was run over rule 60 using topological reconstruction. The resulting causal

filtering is shown in the overlay diagram of Figure 5.2(a). As can be seen, there are

multiple causal states (cf. rules 90 and 150 above with one) and there are no obvious

spacetime translation symmetries in S .

This occurs since rule 60 breaks the causal symmetry assumption implicit in standard

lightcones. Since rule 60, a60 = (1, 1, 0), is the sum mod 2 of the center and left bit in

the radius-1 neighborhood the right neighbor is irrelevant to the dynamic. One takes this

left-skewed causal asymmetry into account by modifying the lightcone shape used in local

causal equivalence. The new, seemingly appropriate lightcone is depicted in Figrue. 5.2(c).

Applying local causal state filtering using these half-lightcones yields the overlay diagram

of Figure 5.2(b): A single local causal state is revealed. Thus, taking into account the

causal asymmetry, local causal state analysis in fact demonstrates that rule 60 produces

only pure-domain fields. This holds similarly for rule 102, a102 = (0, 1, 1), when the

mirror-symmetry right-skewed half-lightcones are used.

Since it demonstrates the consequences (and power) of the weak-causality argument

for using lightcones as local pasts and futures, the result here is significant. Tracking weak-

causality—how information locally propagates through points in spacetime—is necessary

for relating emergent behavior to properties of the system that generated the behavior.

Here, we know rule 60 is additive and we know AZ is invariant under Φ60, so we know

it should have a single local causal state. However, a single local causal state is properly

inferred only if we account for rule 60’s inherent causal asymmetry.

5.5 Explicit Symmetry Domains

Before moving on to the main results concerning invariant subshifts of ECA Rule 90, let’s

quickly look at explicit symmetry domains through the lens of additive subdynamics.

Lemma 1 established that explicit symmetry domains are periodic orbits of their CA.
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(c) Half-lightcones for left-skewed causal asymmetry.

(b) Local causal state field of rule 60 using half-lightcones.
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(a) Local causal state field of rule 60 using full lightcones.
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Figure 5.2. Filtered spacetime field of rule 60, evolved from random initial conditions.
White and black squares represent 0 and 1 site values, respectively. Colored letters
denote the associated local causal state label for a site. (a) The result of using full
lightcones, as depicted in Figure 3.4, for local causal state filtering. (b) Local causal
state filtering appropriate to the left-skewed causal asymmetry of rule 60, using half-
lightcones depicted in (c). This filtering recovers the single-state, trivially symmetric,
local causal state field expected for additive CAs.
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Due to this, explicit symmetry domains linearize to the identity rule, which for ECAs is

rule 204, a204 = (0, 1, 0). For general A = {0, 1} CAs we denote the identity rule as aI,

whose coefficient vector has a single 1 for the center bit and all other elements 0.

Consider a CA Φα with an explicit symmetry domain Λα with temporal period p.

Theorem 2. The lookup table of φα, restricted to the domain Λα, linearizes to the

identity rule at integer multiples of the domain temporal period p; that is:

LUT(φnpα|L(Λα)) ⊆ LUT(φnpα↔aI
) ,

for n = 1, 2, 3, . . ..

Proof. From Lemma 1, any configuration xΛα in the domain produces a periodic orbit of

φα, with orbit period p: Φp
α(xΛα) = xΛα . Since the full configuration returns after p time

steps, so do all the individual sites of the configuration: (xΛα)r0t0+p = (xΛα)r0t0 . Moreover,

(xΛα)r0t0+np = (xΛα)r0t0 , for n = 1, 2, 3, . . .. Thus:

(xΛα)r0t0+np = φnpα
(
ηnp((xΛα)r0t0 )

)
= (xΛα)r0t0

= aI ·
(
ηnp((xΛα)r0t0 )

)
.

This is an equivalent statement to LUT(φnpα|L(Λα)) ⊆ LUT(φnpα↔aI
).

�

For φα with an explicit symmetry domain Λα, more linearizations are possible, based

on the spacetime symmetries of Λα. If Λα’s recurrence time is smaller than its temporal

period p, it takes fewer time translations than p to return all sites to themselves if also

paired with spatial translations. As the local causal states fully capture the spatiotemporal

symmetries of Λα, they are particularly convenient for expressing this.

Consider the local causal state field S = ε(x) of a pure-domain field x. From the

definition of domain, Sr0t0+p = Sr0t0 . And, for an explicit symmetry domain this means

xr0t0+p = xr0t0 , for all (r0, t0), which provides the connection to the identity rule aI stated

above. From the definition of recurrence time, we have Sr0+δ
t0+p̂ = Sr0t0 , for some spatial
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translation δ. For explicit symmetry domains this again implies the same invariance for

x. There may be other spacetime translation symmetry generators such that Sr0+j
t0+i = Sr0t0 .

If Sr0t0 lies within the past lightcone of Sr0+j
t0+i , there is a linearization of LUT(φα|Λα) at the

ith power, with linear coefficient vector a = (a−iR, a−iR+1, . . . , a−1, a0, a1, . . . , aiR−1, aiR)

such that only aj = 1 and all other coefficients are zero.

For example, Λ110 has recurrence time p̂ = 1, temporal period p = 7, and spatial period

s = 14, as can be seen in Figure 5.3(c). Thus, we know LUT(φ7
110|L(Λ110)) ⊆ LUT(φ7

110↔204).

However, we also see in Figure 5.3(c) that Sr0−2
t0−3 = Sr0t0 . If we pick any site in the field,

it will have some local causal state label; e.g., A. Shifting up three sites and left two

will always take one to same local causal state label. Exact symbolic calculations showed

that LUT(φ3
110|L(Λ110)) linearizes to a = (0, 1, 0, 0, 0, 0, 0). Similarly, Sr0+2

t0−4 = Sr0t0 and

LUT(φ4
110|L(Λ110)) linearizes to a = (0, 0, 0, 0, 0, 0, 1, 0, 0).

There may be yet further linearizations. These again derive from Λα’s symmetries, but

the resulting linearizations are not related to the identity rule. Let’s start with an example.

Consider again rule 110 and its domain, as shown in Figure 5.3(c). We find several

linearizations of LUT(φ7
110|L(Λ110)), including aI = (0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0), the

identity rule discussed at the section’s beginning. Another linearization we find at the 7th

power is a = (0, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1). To understand this one, and others like

it, it is again useful to refer to spacetime diagrams of Λα (Λ110 in this case).

A linearization a means a spacetime point xrt ∈ Λα is 0 if ηn(xrt ) · a is even and xrt is

1 if the dot product is odd, where we treat the neighborhood as a vector. This must be

satisfied at every spacetime point in a pure domain field xΛα
. If:

xr0t0 = ηn(xr0t0 )
(mod 2)· a , (5.3)

then for an explicit symmetry domain:

xr0+js
t0+ip = ηn(xr0+js

t0+ip )
(mod 2)· a

for i, j ∈ Z. Thus, there is only a relatively small number of neighborhoods ηn(xrt )

in spacetime fields of explicit symmetry domains that must satisfy Equation (5.3). Said
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(a) Domain of rule 58 with associated local causal states.
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(b) Domain of rule 54 with associated local causal states.
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(c) Domain of rule 110 with associated local causal states.

Figure 5.3. Filtered spacetime fields from the explicit symmetry domains of rules 58
(a), 54 (b), and 110 (c), with the associated local causal states superimposed on top.
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another way, the languages of explicit symmetry domains are very restrictive. This means

there are relatively few entries in LUT(φnα|L(Λα)) that must obey additivity.

To further illustrate this linearization type, contrast the explicit symmetry domains

shown in Figure 5.3: (a) the rule 58 domain Λ58 with characteristics p̂ = 1, p = 2, and

s = 2; and (b) the rule 54 domain Λ54 with characteristics p̂ = 2, p = 4, and s = 4. Now,

compare their linearizations at the 4th power, this being a multiple of the temporal period

p for both domains.

The 4th power reveals more linearizations for Λ58 than for Λ54 not related to the identity

rule—those with more than one nonzero element in the coefficient vector a. Specifically,

there are 29 linearizations for Λ54 and 123 for Λ58. This is expected, as Λ58 is generated

by smaller translations s and p than Λ54 (i.e. Λ58 has more symmetries than Λ54). This

means at a given power n, there are fewer distinct neighborhoods ηn in Λ58 than in Λ54,

and so there can be more linearizations a that can satisfy Equation (5.3) everywhere in

the field.

Before moving on to hidden symmetry domains, in closing we should highlight the

role of spacetime symmetries for linearizations of explicit symmetry domains. Notice

that the domain’s spatial languages themselves were never directly needed. Rather, the

symmetries of the spacetime field orbits and their orbit period (i.e., the domain temporal

period) that were key. This reflects the local causal-state perspective of domain, as in

Definition 2, coming into play.

5.6 Hidden Symmetry Domains and ECA Rule 90

In contrast, as we now show, linearizations of hidden symmetry domains are based on

the domain spatial languages and their recurrence times, as in Definition 1. Moreover,

unlike explicit symmetry domains, we find that not every hidden symmetry domain has a

linearization. After going through detailed examples of ECA domains, we will close with

an R = 2 CA that has a “nonlinear” domain.
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(a) Finite-state machine M(Λ18) of invariant set language Λ18.
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(b) Sample spacetime field xΛ18
of Λ18 and associated local causal state field SΛ18

= ε(xΛ18
).

Figure 5.4. (a) Finite-state machine M(Λ18) for the invariant set language L(Λ18) of
the rule 18 domain. (b) Filtered spacetime field xΛ18

(white and black squares) of the
rule 18 domain Λ18 with the associated local causal state field SΛ18

= ε(xΛ18
) (green

and orange letters) superimposed.
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5.6.0.1 Rule 18

We start by examining in detail the original observations [217, 218, 5] concerning the

domain in the nonadditive CA rule 18 and the domain’s linearization to rule 90, a90 =

(1, 0, 1). In words, φ90 updates lattice sites according to the sum mod 2 of that site’s left

and right neighbors:

xrt+1 = φ90

(
η(xrt )

)
= xr−1

t + xr+1
t (mod 2) .

Table 5.1 gives rule 90’s lookup table.

Rule 18 is not additive, as can be seen from its lookup table also given in Table 5.1.

However, there are special behaviors produced by rule 18 that were originally noted due

to the equivalence between these behaviors of rule 18 and rule 90. More importantly,

they suggested that a nonlinear rule is capable of producing linear behaviors. From Refs.

[5, 193, 194, 116, 4], we know the special behaviors of rule 18 that emulate rule 90 are, in

fact, rule 18’s domain behaviors.

Rule 18’s domain is the set of spatial configurations that is invariant under Φ18 and

their spacetime field orbits. This invariant set is the single sofic shift Λ18 = {X(0,Σ)},
where Σ represents wildcard-sites that can be either 0 or 1. Its domain language is

L(Λ18) = (0Σ)∗+ (Σ0)∗. The set’s finite-state machine M(Λ18) is shown in Figure 5.4(a).

Since the machine states lie in a single recurrent component, i.e., it has a single temporal

phase, the recurrence time of Λ18 is p̂ = 1. Its spatial period is s = 2, since this is the

size of the minimal cycle of M(Λ18).

Evolving spatial configurations x ∈ Λ18 creates spacetime fields—their orbits xΛ18
.

Applying the causal equivalence relation over these fields yields two local causal states,

corresponding to the fixed-0 and wildcard sites. A sample spacetime field xΛ18
of Λ18 and

its causal filtering SΛ18
= ε(xΛ18

) are shown as a local causal state overlay diagram in

Figure 5.4 (b). State A corresponds to the fixed-0 sites and state B the wildcard states.

These states appear in a checkerboard tiling in the field, displaying the defining spacetime

symmetry of Λ18. At each time step the same two states tile the spatial lattice, giving
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η φ90(η) φ18(η) φ18↔90(η) φ18|L(Λ18)(η)

1 1 1 0 0 0 −
1 1 0 1 0 − −
1 0 1 0 0 0 0

1 0 0 1 1 1 1

0 1 1 1 0 − −
0 1 0 0 0 0 0

0 0 1 1 1 1 1

0 0 0 0 0 0 0

Table 5.1. Lookup tables for rule 90 (φ90) and rule 18 (φ18) as well as for rule 18
linearized to rule 90 (φ18↔90) and rule 18 restricted to its domain (φ18|L(Λ18)). The
leftmost column gives all ECA neighborhood values in lexicographical order, and each
subsequent column is the output of the neighborhoods for the specified dynamic or
subdynamic. Symbol − indicates a lookup table element excluded from the respective
subdynamic.

the recurrence time p̂ = 1. The spatial period s = 2 and temporal period p = 2 are found

from SΛ18
’s space and time translation invariance.

Having defined and described rule 18’s domain Λ18 allows us to explain its lineariza-

tion to rule 90: Keeping only elements of LUT(φ18) that are also in LUT(φ90) gives the

linearization LUT(φ18↔90) of rule 18 to rule 90. This is shown in Table 5.1. In contrast,

keeping only elements of LUT(φ18) if the neighborhood ηi of that element belongs to the

0-Σ language of Λ18 gives the restriction LUT(φ18|L(Λ18)) of φ18 to its domain. As shown

in Table 5.1, this subdynamic excludes the neighborhoods η ∈ {111, 110, 011}. Table 5.1

shows that the only two elements that differ between LUT(φ90) and LUT(φ18) have neigh-

borhoods η ∈ {110, 011}. Thus, LUT(φ18|L(Λ18)) ⊂ LUT(φ18↔90). Moreover, as Λ18 is a

stochastic domain with recurrence time p̂ = 1, we find that rule 18 restricted to its domain

linearizes to rule 90 at all powers of the lookup tables:

LUT(φn18|L(Λ18)) ⊆ LUT(φn18↔90) ,

for n = 1, 2, 3, . . ..
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η φ90 φ18 φ26 φ82 φ146 φ154 φ210 φ218

1 0 1 0 0 0 0 0 0 0 0

1 0 0 1 1 1 1 1 1 1 1

0 1 0 0 0 0 0 0 0 0 0

0 0 1 1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0

1 1 1 0 0 0 0 1 1 1 1

1 1 0 1 0 0 1 0 0 1 1

0 1 1 1 0 1 0 0 1 0 1

Table 5.2. Lookup tables for rule 90 (φ90) and the seven nonlinear rules, φα, α ∈
{18, 26, 82, 146, 154, 210, 218}, that also have the Λ0,Σ domain invariant set. The first
five rows correspond to the neighborhoods that belong to the domain language L(Λ0,Σ).
Since all eight rules have Λ0,Σ as a domain, the output for these five neighborhoods in
L(Λ0,Σ) are the same. The bottom three rows are the neighborhoods not in L(Λ0,Σ).
The eight rules in this table are all possible 23 output assignments for these three
remaining neighborhoods.

5.6.1 Invariant Subshifts of Rule 90

Historically the 0-Σ domain was of interest because the nonlinear rule 18 exhibits linear

behavior over Λ0,Σ, since it emulates the linear rule 90 over Λ0,Σ. However, we now know

that Λ0,Σ is an invariant set of rule 18 and LUT(φ18|L(Λ0,Σ)) ⊂ LUT(φ18↔90). This means

Λ0,Σ is also an invariant set of rule 90.

Since LUT(φ90) is additive, so is LUT(φ90|L(Λ0,Σ)). And, as described above, there are

three neighborhoods η ∈ {111, 110, 011} in LUT(φ90) that are not in LUT(φ90|L(Λ0,Σ)). So,

starting from LUT(φ90|L(Λ0,Σ)), which is additive, there are three unconstrained outputs,

one for each η ∈ {111, 110, 011}, to fill in to create an ECA lookup table that has Λ0,Σ

as a linear invariant set. This is shown graphically in Table 5.2. The neighborhoods are

ordered there so that the top five neighborhoods are those in L(Λ0,Σ) and the bottom

three are those that are not.

Rule 18 is just one of seven nonlinear rules that have Λ0,Σ as an invariant set that

linearizes to rule 90: LUT(φnα|L(Λ0,Σ)) ⊆ LUT(φnα↔90), for n = 1, 2, 3, . . . and

α ∈ {18, 26, 82, 146, 154, 210, 218}. Though Rule 146 emulating rule 90 over Λ0,Σ was

pointed out in Ref. [218], to our knowledge the analysis here is the first identification of
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η φ90(η) φ126(η) φ126↔90(η) φ126|L(Λeven)(η)

1 1 1 0 0 0 0

1 1 0 1 1 1 1

1 0 1 0 1 − −
1 0 0 1 1 1 1

0 1 1 1 1 1 1

0 1 0 0 1 − −
0 0 1 1 1 1 1

0 0 0 0 0 0 0

Table 5.3. Lookup tables for rule 90 (φ90) and rule 126 (φ126) as well as for rule 126
linearized to rule 90 (φ126↔90) and rule 126 restricted to its domain (φ126|L(Λeven)).
Same format as in Table 5.1.

the linear Λ0,Σ domain in the nonlinear ECAs 26, 82, 154, 210, and 218. This is likely

because Λ0,Σ does not appear to be a dominant behavior of rules 26, 82, 154, 210, and 218

from random initial conditions. In fact, simple stationary or oscillatory behaviors seem

to be the dominant attractors for these rules.

Reference [218] also reported on the nonlinear rule 126 emulating rule 90. This was

not over Λ0,Σ though. Instead it was over a different invariant set, that we call the even

domain Λeven. This domain also consists of a single temporal phase, which is the sofic

shift that contains only even blocks of 1s and 0s. The machine M(Λeven) for this domain

is shown in Figure 5.5. A sample domain spacetime field xΛeven
, evolved from a domain

configuration initial condition, is shown in Figure 5.5 with the associated local causal

state field SΛeven
= ε(xΛeven

) superimposed. Interestingly, though Λeven and Λ0,Σ have

different invariant spatial shifts, the resulting spacetime shifts of their orbits have the

same generalized symmetries, as captured by the local causal states.

The lookup table for rule 126 is compared with that of rule 90 in Table 5.3, as well

as its linearization to rule 90 and its restriction to Λeven. From this we can see that

LUT(φ126|L(Λeven)) = LUT(φ126↔90). As with Λ0,Σ and rule 18, this means Λeven is also an

invariant set of rule 90. Thus, rule 126 linearizes to rule 90 over Λeven at all powers:

LUT(φn126|L(Λeven)) ⊆ LUT(φn126↔90) ,

for n = 1, 2, 3, . . ..
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B CA

1

1 0

0
(a) Machine M(Λeven) of invariant language L(Λeven).

(b) A spacetime field xΛ126
of Λ126 and associated filtered local causal state field SΛ126

= ε(xΛ126
).

Figure 5.5. (a) Machine M(Λeven) for the invariant language L(Λeven) of the rule 126
even domain. (b) Sample spacetime field xΛ126

(black and white squares) of the even
domain Λeven of rule 126 with the associated local causal state field SΛ126

= ε(xΛ126
)

(green and orange letters) superimposed.
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Following the same combinatorics as with Λ0,Σ, we see from Table 5.3 that there are

only two neighborhoods not in L(Λeven). And so, there are 22 ECA rules with Λeven as a

domain invariant set. Two of these are rule 90 and rule 126; the other two are rule 94

and rule 122. Rule 122 is qualitatively similar to rule 126 over random initial conditions,

while rule 94 generically settles into a fixed-point orbit.

Before moving on, clarification is in order. We said that Λ0,Σ and Λeven are domain

invariant sets of Rule 90. Formally, from Definition 1, Φ90 is a factor map from Λ to Λ for

both of these domains. More specifically, this is true for every power of Φ90: Φn
90 : Λ→ Λ

for all n = 1, 2, 3, . . .. This is also holds for all the nonlinear rules just discussed that

also have one of these domain invariant sets. Thus, these rules emulate rule 90 over

their domain. That is, for all of these nonlinear φα, any orbit starting from an initial

configuration x̂ in the appropriate domain Λ is the same if evolved under Φα or Φ90:

{x̂,Φα(x̂),Φ2
α(x̂),Φ3

α(x̂), . . .}

= {x̂,Φ90(x̂),Φ2
90(x̂),Φ3

90(x̂), . . .} .

5.6.2 Rule 22

The next example we explore is the enigmatic Rule 22 [224], which exhibits a more general

notion of linearization. Using symbolic manipulation methods, Crutchfield and McTague

used the FME analysis to discover this ECA’s domain [210].

ΛA
22

B

A

D

C

0

0

0

0 1 ΛB
22

E F

GH I

J

0

0

0

0

1

1

1
Φ22

Φ22

Figure 5.6. Machine M(Λ22) for rule 22’s domain Λ22, which has two distinct temporal
phases: ΛA22 = Φ22(ΛB22) and ΛB22 = Φ22(ΛA22).
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Figure 5.7. Filtered spacetime field xΛ22
(white and black squares) of the rule 22

domain Λ22 with the associated local causal state field SΛ22
= ε(xΛ22

) (colored letters)
superimposed.

Rules dominated by a stochastic symmetry domain, such as rule 22, are sometimes

referred to as “chaotic” CAs. As such, it is typically challenging to extract meaningful

structures purely from visually inspecting spacetime fields. So, while not visually appar-

ent, the domain underlying rule 22 is rather more complex than the previous ones. Much

of rule 22’s mystery stems from its complex domain.

The domain of rule 22 is comprised of two temporal phases, Λ22 = {ΛA
22,Λ

B
22}. The ma-

chine presentation M(Λ22) of Λ22 is shown in Figure 5.6. The two components correspond

to the irreducible sofic shifts ΛA
22 and ΛB

22. A sample spacetime field xΛ22
of Λ22 is shown

in Figure 5.7, with the associated local causal state field SΛ22
= ε(xΛ22

) superimposed on

top. There are two distinct spatial tilings of the local causal states, ABCD and EFGH,

associated with ΛA
22 and ΛB

22, respectively, giving a recurrence time p̂ = 2. The spacetime

translation invariance of SΛ22
gives a spatial period of s = 4 and temporal period p = 4.

Since Λ22 has two temporal phases, care must be taken when discussing its invariance
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and linearization. Reference [210]’s FME analysis established that ΛA
22 = Φ22(ΛB

22) and

ΛB
22 = Φ22(ΛA

22). Thus, Φ22 is a factor map from each phase to itself only at the second

power: Φ2
22 : ΛA

22 → ΛA
22 and Φ2

22 : ΛB
22 → ΛB

22. It is not surprising then that LUT(φ22|L(Λ22))

is not additive at the first power, but at the second power. Specifically, LUT(φ2
22|L(Λ22))

linearizes again to rule 90. In fact, exact symbolic calculation finds this linearization

occurs at all even powers:

LUT(φ2n
22|L(Λ22)) ⊆ LUT(φ2n

22↔90) ,

for n = 1, 2, 3, . . ..

To be clear, LUT(φ22|L(Λ22)) is constructed by keeping only neighborhoods that are

in the language L(Λ22), which is the union L(Λ22) = L(ΛA
22) ∪ L(ΛB

22) of the temporal

phase languages. Since LUT(φ2n
22|L(Λ22)) is additive, then its subsets LUT(φ2n

22|L(ΛA22)
) and

LUT(φ2n
22|L(ΛB22)

) are also additive. That is, LUT(φ2n
22|L(ΛA22)

) ⊆ LUT(φ2n
22↔90) and similarly

for phase B. Therefore ΛA
22 and ΛB

22 are invariant sets of Φ2
90. However, we cannot say Λ22

is a domain of rule 90 because ΛA
22 6= Φ90(ΛB

22) and ΛB
22 6= Φ90(ΛA

22). Thus, rule 22 over

its domain does not fully emulate rule 90, they only agree every other time step. Given

similar terminology used elsewhere, we may call Λ22 a quasidomain of rule 90.

Table 5.4 gives the 2nd power of the rule 22 lookup table as well as that for rule 90.

It also gives the linearization to rule 90 as well as the restriction of rule 22 to Λ22 at the

2nd power, where the first linearization of this subdynamic occurs.

As with Λ0,Σ and Λeven, rule 22’s domain linearizes to the additive rule 90. Rule 90

produces the mod-2 Pascal triangle spacetime patterns characteristic of many chaotic CAs.

It is well known that the sum-mod-2 of the neighborhood outer bits is the mechanism that

generates these patterns. Since Λ0,Σ and Λeven are a subset of rule 90’s behaviors they also

exhibit the mod-2 Pascal triangles, as can be seen in Figures 5.4, 5.5. Since the discovery of

rule 22’s domain, it was known that it produces similar Pascal triangle patterns. Though

these are not exactly the same as rule 90’s, since φ22|L(Λ22) only emulates rule 90 every

other time step. However, as far as we are aware, rule 22’s domain linearization to rule

90 at every even power here is the first report of such a mechanism for the production of

Pascal traingle patterns in rule 22.
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η2 φ2
90(η2) φ2

22(η2) φ2
22↔90(η2) φ2

22|L(Λ22)(η
2)

1 1 1 1 1 0 0 0 −
1 1 1 1 0 1 0 − −
1 1 1 0 1 0 0 0 0

1 1 1 0 0 1 1 1 1

1 1 0 1 1 0 0 0 0

1 1 0 1 0 1 1 1 −
1 1 0 0 1 0 0 0 −
1 1 0 0 0 1 1 1 1

1 0 1 1 1 0 0 0 0

1 0 1 1 0 1 0 − −
1 0 1 0 1 0 1 − −
1 0 1 0 0 1 0 − −
1 0 0 1 1 0 0 0 −
1 0 0 1 0 1 0 − −
1 0 0 0 1 0 0 0 0

1 0 0 0 0 1 1 1 1

0 1 1 1 1 1 0 − −
0 1 1 1 0 0 0 0 0

0 1 1 0 1 1 0 − −
0 1 1 0 0 0 1 − −
0 1 0 1 1 1 1 1 −
0 1 0 1 0 0 0 0 −
0 1 0 0 1 1 0 − −
0 1 0 0 0 0 0 0 0

0 0 1 1 1 1 1 1 1

0 0 1 1 0 0 1 − −
0 0 1 0 1 1 0 − −
0 0 1 0 0 0 0 0 0

0 0 0 1 1 1 1 1 1

0 0 0 1 0 0 0 0 0

0 0 0 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0

Table 5.4. Second-order lookup tables for rule 90 (φ2
90) and rule 22 (φ2

22), as well as
for φ2

22 linearized to φ2
90 (φ2

22↔90) and φ2
22 restricted to its domain (φ2

22|L(Λ22)). The

leftmost column gives all second-order ECA neighborhood values (that is, all radius-2
neighborhood values) in lexicographical order. Each subsequent column is the output
of the neighborhoods for the specified dynamic or subdynamic. The symbol − indicates
that lookup table element is excluded from the respective subdynamic.
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5.7 A Non-Additive Domain

Now we come to an example in the class (A = {0, 1}, R = 2) that breaks the connection

between domains and additive subdynamics we have seen so far. It possesses a domain

that admits no linearizations.

The CA in question is radius-2 rule 2614700074, named according to the same num-

bering scheme used for ECAs. This was previously studied by Crutchfield and Hanson

[116]. They designed it to have the Λ0,Σ domain along with another structurally distinct

domain—the Λ1,1,0,Σ domain. This domain has a single temporal phase consisting of the

sofic shift X1,1,0,Σ with strings of the form · · · 110Σ110Σ110Σ · · · , where Σ is a wildcard

that can be either 1 or 0. The machine for Λ1,1,0,Σ is shown in Figure 5.8(c).

Reference [116] showed that Λ0,Σ and Λ1,1,0,Σ have distinct statistical signatures. Here,

we investigate these differences via local causal states. Filtered spacetime fields for the

Λ0,Σ and Λ1,1,0,Σ domains are shown in Figure 5.8(a) and (b), respectively. In each,

as above, the colored letters represent the local causal state label at each site. These

local causal state overlay diagrams clearly demonstrate that the domains have different

spacetime symmetry groups. Λ1,1,0,Σ has recurrence time p̂ = 1, temporal period p = 2,

and spatial period 4, while Λ0,Σ has recurrence time p̂ = 1, temporal period p = 1, and

spatial period s = 2 for rule 2614700074.

Recall that Λ0,Σ is a domain invariant set of ECA rule 90. It is thus also a domain

invariant set of Φ2
90, which is itself a CA in the class (A = {0, 1}, R = 2): a = (1, 0, 0, 0, 1).

From this we can understand the Λ0,Σ domain of rule 2614700074 from the same combi-

natorial perspective as Λ0,Σ with rule 18. The restriction LUT(φ2
90|L(Λ0,Σ)) leaves several

output values unconstrained for assignment to construct a full CA lookup table. One

such assignment gives rule 2614700074. As such, we find that rule 2614700074 linearizes

to a = (1, 0, 0, 0, 1) at all powers:

LUT(φn2614700074|L(Λ0,Σ)) ⊂ LUT(φn2614700074↔a=(1,0,0,0,1)),

for n = 1, 2, 3, . . ..

This connection to rule 90 also explains why Λ0,Σ has temporal period p = 2 for rule

18, but temporal period p = 1 for CA 2614700074. The local causal state field of Λ0,Σ for
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(a) Filtered Λ0,Σ domain with associated local causal states.
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(b) Filtered Λ1,1,0,Σ domain with associated local causal states.
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(c) Machine for the domain invariant language L(Λ1,1,0,Σ).

Figure 5.8. Filtered spacetime fields of the two domains of the (A = {0, 1}, R = 2)
CA rule 2614700074. Format and notation similar to previous such diagrams. (a) The
Λ0,Σ domain has the same invariant set language of ECA rule 90. Its machine is shown
in Figure 5.4(a)). (b) The Λ1,1,0,Σ domain. (c) Machine for L(Λ1,1,0,Σ).
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η φ2614700074|L(Λ1,1,0,Σ)(η)

1 1 1 0 1 0

1 1 1 0 0 1

1 1 0 1 1 1

1 1 0 0 1 1

1 0 1 1 1 1

1 0 0 1 1 1

0 1 1 1 0 0

0 1 1 0 1 1

0 1 1 0 0 0

0 0 1 1 0 0

Table 5.5. First-order lookup table of (A = {0, 1}, R = 2) CA 2614700074 re-
stricted to its domain Λ1,1,0,Σ. For simplicity, all elements of LUT(φ2614700074) not
in LUT(φ2614700074|L(Λ1,1,0,Σ)) are not shown.

rule 18 has a checkerboard symmetry. If one starts in state A at some spacetime point

and moves forward one time step (i.e., applying Φ90) one arrives at state B. However,

starting in state A and moving forward two time steps (i.e., applying Φ2
90) one ends in

state A again.

The Λ1,1,0,Σ domain of rule 2614700074, in contrast to all other examples we have seen,

does not appear to have any linearizations. From all examples we have seen and know of

so far, we would expect rule 2614700074 to linearize over Λ1,1,0,Σ at its first power since it

is a hidden symmetry domain with recurrence time p̂ = 1: Φ2614700074 : X1,1,0,Σ → X1,1,0,Σ.

Below we prove that the domain-restricted subdynamic of LUT(φ2614700074|L(Λ1,1,0,Σ)) can-

not be additive. We also algorithmically checked for all possible linearizations of

LUT(φn2614700074|L(Λ1,1,0,Σ)) for n = 1, 2, 3, 4, finding none. For each n ∈ {1, 2, 3, 4} we con-

structed the linearization LUT(φn2614700074↔a) for all possible length 2nR + 1 coefficient

vectors a and found LUT(φn2614700074|L(Λ1,1,0,Σ)) to be a subset of none of the linearizations.

Reference [116] showed, using the FME, that Λ1,1,0,Σ is a domain invariant set of

rule 2614700074. First, we check that all 5-block words, i.e., all R = 2 neighborhoods

η, are in the language L(Λ1,1,0,Σ). To do so, consider the string · · · 110Σ110Σ110Σ · · ·
and a sliding 5-block window over this string. This yields the 5-blocks 110Σ1, 10Σ11,
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0Σ110, and Σ110Σ. Replacing each Σ with realizations 0 and 1 gives the neighborhoods

in L(Λ1,1,0,Σ), from which we can create LUT(φ2614700074|L(Λ1,1,0,Σ)), shown in Table 5.5.

Now we show that there is no additivity assignment a = (a−2, a−1, a0, a1, a2) such that

φ2614700074|L(Λ1,1,0,Σ)(η) is given by a
(mod 2)· η. From the first two rows of Table 5.5 we see

that φ2614700074|L(Λ1,1,0,Σ)(11101) = 0 and φ2614700074|L(Λ1,1,0,Σ)(11100) = 1.

If φ2614700074|L(Λ1,1,0,Σ)(η) is additive, this shows the right-most entry of η must contribute

to the additivity sum, and so we must have a2 = 1. Similarly, from

φ2614700074|L(Λ1,1,0,Σ)(01100) = 0 and φ2614700074|L(Λ1,1,0,Σ)(11100) = 0 we would need a−2 = 1.

The neighborhoods 11001 and 11011 have the same output, giving a1 = 0. Similarly,

10011 and 10111 have the same output, giving a0 = 0, and 00110 and 01110 have the

same output giving a−1 = 0.

Therefore, if there is an additivity assignment a, it must be a = (1, 0, 0, 0, 1). How-

ever, we can see that φ2614700074|L(Λ1,1,0,Σ)(11011) = 1, for example, and (1, 0, 0, 0, 1)
(mod 2)·

(1, 1, 0, 1, 1) 6= 1. And so, φ2614700074|L(Λ1,1,0,Σ)(η) cannot be additive.

�

5.8 Conclusion

The most basic ingredient of a cellular automaton, its lookup table, could not be simpler—

a finite number of possible inputs are enumerated with their outputs explicitly specified.

However, the overlapping interactions that occur when applying this simple lookup ta-

ble synchronously for simultaneous global update of spatial configurations conspires to

produce arbitrarily complex behaviors. The emergent complexity enshrouds a cellular

automaton’s simplicity, making it difficult to answer seemingly basic questions. Specify-

ing a lookup table φ determines the global update Φ. Given a lookup table for φ, and

hence Φ, what invariant sets are induced by Φ in the state space AZ? In contrast with

low-dimensional dynamical systems, the states x ∈ AZ of spatially-extended dynamical

systems like CAs possess internal structure and live in infinite dimensions. For a given

invariant set Λ ⊆ AZ, is there a unifying structure in the states x ∈ Λ? Moreover, is there

spacetime structure in the orbits of sequential states in Λ?
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Our investigations provide several inroads to these questions, but they also high-

light the challenge presented by complex spatially-extended dynamical systems and their

emergent behaviors. While domain invariant sets appear to strongly correspond to the

spacetime symmetries revealed by the local causal states in the orbit flows along the in-

variant sets, relating the invariant spatial shift spaces of Definition 1 with the resulting

spacetime shift spaces of Definition 2 and their generalized symmetries remains unsolved.

Since Φ is deterministic, the spacetime shift space that results from a given spatial shift

space X is uniquely determined by Φ. This is not to say, though, as is often assumed,

that the spacetime shift space trivially follows from Φ applied to X . In fact, we still do

not know how to fully characterize the spacetime shift space of orbits that follow from

hidden symmetry domain invariant spatial shift spaces. In particular, we do not know

how to properly define the domain temporal period for these spaces from their invariant

spatial shift spaces. Such difficulties in understanding the spacetime shift spaces of hidden

symmetry domains is perhaps one of the clearest examples of the fallacy of the “construc-

tionist” hypothesis that often accompanies reductionism [133]. Tackling this will be a

focus of subsequent investigations.

Beyond characterizing the spacetime shift spaces of domains, there remains the chal-

lenge of connecting domains, both the invariant spatial shift spaces and their resulting

spacetime shift space of orbits, to the equation of motion Φ and the lookup table φ that

generates it. Why does the particular assignment of lookup table outputs that form

LUT(φ18) generate the invariant set Λ0,Σ? Why should LUT(φ18|L(Λ0,Σ)) be additive when

LUT(φ18) is not? We have shown that this linear behavior of the nonlinear rule 18 actu-

ally follows from the combinatorics of Λ0,Σ being an invariant set of the additive rule 90.

In fact, this is the mechanism behind every known stochastic ECA domain, including the

enigmatic rule 22. Is this due to historical focus on rule 90? Or, is rule 90 particularly

special? Beyond ECAs, we know from the Λ1,1,0,Σ domain of the R = 2 rule 2614700074

that this is not the only mechanism for generating hidden symmetry domains. Hidden

symmetry domains need not be associated with an additive subdynamic. One possible

path forward could be through the partial permutivity outlined in Ref. [223]; the per-
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mutive subalphabets of examples 1.2 and 1.3 in Ref. [223] correspond to the domains of

ECAs 18 and 22, respectively.

Perhaps in the sixteenth and seventeenth centuries — the burgeoning days of celestial

mechanics — one could take for granted that knowing the equations of motion was tan-

tamount to knowing the system and its behavior. Those days have long passed. Today,

we appreciate that having the Navier-Stokes equations of hydrodynamics in hand does

not translate into understanding emergent coherent structures, such as fluid vortices. The

preceding recounted this lesson yet again. Even systems as “simple” as elementary cellular

automata continue to hold surprises.

5.9 Appendices

5.9.1 Proof of Theorem 1

Theorem 1. Every nonzero linear CA Φβ with A = {0, 1} is a factor map from the full-A
shift to itself: Φβ : AZ → AZ.

Proof. For any x ∈ AZ we want to show that there exists a y ∈ AZ such that x = Φβ(y).

In other words, for a linear Φβ there is always a right inverse Φ̃β such that Φβ

(
Φ̃β (x)

)
= x.

First, decompose the string x into several ‘basis’ strings as follows; for each index i

in x such that xi = 1, create a basis string xi for which xii = 1 and xij = 0 for all j 6= i.

With this we have x =
∑

i x
i, which is shorthand for performing xj =

∑
i x

i
j (mod 2) at

each index j of x.

If we can show the basis strings xi always have a pre-image yi, xi = Φβ(yi), then it

follows from linear superposition that y =
∑

i y
i is the pre-image of x. If x =

∑
i x

i =∑
i Φβ(yi), then using superposition, Equation (5.2), we have

∑
i Φβ(yi) = Φβ(

∑
i y

i).

Thus, for any x there is a y such that Φβ(y) = Φ(
∑

i y
i) =

∑
i Φβ(yi) =

∑
i x

i = x.

We now need to show that for any basis string xi with a single 1 there is always a

pre-image yi. This follows from additivity of φβ. Since we are considering nonzero linear

CAs there is at least one coefficient ai = 1 in the additivity coefficient vector a. In fact,

it simplifies things to only consider CAs that have one or both of the outer bits of the

neighborhood with a nonzero coefficient: a−R = 1 or aR = 1 or both. Any rule where this
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is not the case is equivalent to one that is; e.g., the radius R = 2 CA a = (0, 1, 0, 1, 0) is

equivalent to the radius R = 1 CA a = (1, 0, 1). (The only exception is the identity rule

with a0 = 1 and ai = 0 for all i ∈ {−R, . . . , 0, . . . , R}\{0}, but clearly every image is its

own pre-image for the identity rule, so it is surjective).

Chose i to be either −R or R such that ai = 1. The neighborhood that has xi = 1

and xj = 0 for j ∈ {−R, . . . , 0, . . . , R} and j 6= i will necessarily output 1. To find

the string that outputs the 3-block 010 there are three neighborhoods to consider, η−1,

η0, and η1. For the central neighborhood η0, chose the same as above to still output 1.

Neighborhood η−1 is to the left of η0 and η1 to the right. The outer neighborhoods overlap

with η0 and thus share all but one entry: η−1[−(R − 1), . . . , R] = η0[−R, . . . , R − 1] and

η1[−R, . . . , R − 1] = η0[−(R − 1), . . . , R]. Thus, we need only fill in η−1[−R] and η1[R].

If i = −R, then η0[−R] = 1 and η−1[−(R− 1)] = 1. And so, for η−1 to output a 0 we set

η−1[−R] = 1 if a−R+1 = 1 or η−1[−R] = 0 if a−R+1 = 0. Meanwhile η1[R − 1] = 0, so for

η1 to output a 0 we must set η1[R] = 0. If i = R perform the symmetric operation: set

η−1[−R] = 0 and η1[R] = 1.

To output the 5-block 00100 we similarly have two new neighborhoods to consider,

η−2 and η2. As above, we only need to fill in η−2[−R] and η2[R]. If i = −R we again just

set η2[R] = 0. Now, simply set η−2[−R] to either 0 or 1 so that a · η−2 = 0. Perform the

similar symmetric construction if i = R. We can continue in this way to extend out to

output arbitrary blocks · · · 000 · · · 1 · · · 000 · · · with a single 1. Thus, we showed how to

construct a pre-image yi for any basis string xi = · · · 000 · · · 1 · · · 000 · · · .
All that remains is the case of the all-0 string as an image. Clearly, though, from

additivity, Equation (5.1), the all-0 string is its own pre-image for all linear CAs.

If Φβ is surjective over all finite blocks, as we just showed, then Φβ is necessarily

surjective over AZ. Thus, y =
∑

i y
i = Φ̃β(x) for all x ∈ AZ.

�
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Chapter 6

Cellular Automata: Coherent

Structures

While much progress has been made in understanding the instability mechanisms driving

pattern formation and the dynamics of the patterns themselves in idealized nonequi-

librium phase transitions [29, 1, 30, 31], many challenges remain, especially with wider

classes of real world patterns. In particular, the inescapable inhomogeneities of systems

found in nature give rise to relatively more localized patterns, rather than the cellular

patterns captured by simple Fourier modes. We refer to these localized patterns as co-

herent structures. There has been intense interest recently in coherent structures in fluid

flows, including structures in geophysical flows [225, 117], such as hurricanes [13, 226],

and in more general turbulent flows [62].

A principled universal description of the organization of such structures does not exist.

So, while we can exploit vast computing resources to simulate models of ever-increasing

mathematical sophistication, analyzing and extracting insights from such simulations be-

comes highly nontrivial. Indeed, given the size and power of modern computers, analyzing

their vast simulation outputs can be as daunting as analyzing any real physical experi-

ment [48]. Finally, there is no unique, agreed-upon approach to analyzing and predicting

coherent material structures in fluid flows, for instance [113]. Even today ad hoc thresh-

olding is often used to identify extreme weather events in climate data, such as cyclones

and atmospheric rivers [227, 228, 229]. Developing a principled, but general mathematical
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description of coherent structures is our focus.

Parallels with contemporary machine learning are worth noting, given the increas-

ing overlap between these technologies and the needs of the physical sciences. Imposing

Fourier modes as templates for cellular patterns is the mathematical analog of the tech-

nology of (supervised) pattern recognition [230]. Patterns are given as a finite number of

classes and learning algorithms are trained to assign inputs into these classes by being fed

a large number of labeled training data, which are inputs already assigned to the correct

pattern class.

Computational mechanics, in contrast, makes far fewer structural assumptions [104].

As outlined in Section 3.2.2, for discrete spatially extended systems it makes only modest

yet reasonable assumptions about the existence and conditional stationarity of lightcones

in the orbit space of the system. In so doing, it facilitates identifying representations

that are intrinsic to a particular system. This is in contrast with subjectively imposing

a descriptional basis, such as Fourier modes, wavelets, or engineered pattern-class labels.

We say that our subject here is not simply pattern recognition, but (unsupervised) pattern

discovery.

This Chapter introduces the computational mechanics of coherent structures. The

theory builds off the conceptual foundation laid out by DPID in which structures, such

as particles and their interactions, are seen as deviations from spacetime shift-invariant

domains. The new local causal state formulation differs from DPID in how domains and

their deviations are formally defined and identified. The two distinct approaches to the

same conceptual objective complement and inform one another, lending distinct insight

into the patterns and regularity captured by the other.

Generalizing DPID particles, coherent structures are then formally defined as partic-

ular deviations from domains. Specifically, coherent structures are defined through latent

semantic fields ; either the local causal state field S = ε(x) or the DPID domain-transducer

filter, introduced in Section 4.4.1.1. For both of these, the latent field is endowed with

the same coordinate geometry of the corresponding observable field, and each local point

in spacetime carries a latent semantic variable (i.e. not a quantitative value).
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CA coherent structures defined via the DPID domain-transducer filter are DPID par-

ticles. Defining particles using local causal states, in contrast, extends domain-particle-

interaction analysis to a broader class of spatiotemporal systems for which DPID trans-

ducers do not exist. Due to this improvement, in the local causal states analysis we adopt

the terminology of “coherent structures” over “particles”.

Similar approaches using local causal states have been pursued by others [112, 231,

232, 233, 234]. However, as will be elaborated upon in future work, these underutilize

computational mechanics, developing only a qualitative filtering tool—local statistical

complexity—that assists in subjective visual recognition of coherent structures. More-

over, they provide no principled way to describe structures and thus cannot, to take one

example, distinguish two distinct types of structures from one another. There have also

been other unsupervised approaches to coherent structure discovery in cellular automata

using information-theoretic measures [235, 236, 237, 238]. Recent critiques of employing

such measures to determine information storage and flow and causal dependency [239, 240]

indicate that these uses of information theory for CAs are still in early development and

have some distance to go to reach the structure-detection performance levels presented

here.
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6.1 Structures as Domain Deviations

With domain regions and their symmetries established in Section 4.4, we now define

coherent structures in spatiotemporal systems as spatially localized, temporally persis-

tent broken symmetries. For clarity, the following definition is given for a single spatial

dimension, but the generalization to arbitrary spatial dimensions is straightforward.

Definition 5. A coherent structure Γ is a contiguous nondomain region R ⊂ L × Z of

an observable spacetime field x such that R has the following properties in the latent

semantic fields of S = ε(x) or T = τ(x):

1. Spatial locality : Given a spatial configuration xt at time t, Γ occupies the spatial

region Rt = [i : j] if S i:jt is bounded by domain states on its exterior and contains

nondomain states on its interior, S i−1
t ∈ Λ, S it /∈ Λ, Sjt /∈ Λ, and Sj+1

t ∈ Λ.

2. Lagrangian temporal persistence: Given Γ occupies the localized spatial region Rt

at time t, Γ persists to the next time step if there is a spatially localized set of

nondomain states in S at time t+1 occupying a contiguous spatial region Rt+1 that

is within the depth-1 future lightcone of Rt. That is, for every pair of coordinates

(r, t) ∈ Rt and (r′, t+ 1) ∈ Rt+1, ||r′ − r|| ≤ c.

For simplicity and generality we gave coherent structure properties in terms of local

causal state fields. For CAs, to which the FME operator may be applied, the DPID

transducer filter may similarly be used to identify coherent structures. However, the

condition for temporal persistence is less strict: the regions Rt+1 and Rt, when given

over T rather than S , must have finite overlap. That is, there exists at least one pair of

coordinates (r, t) ∈ Rt and (r′, t + 1) ∈ Rt+1 such that r = r′. Coherent structures in

CAs identified in this way are DPID particles. Both notions of temporal persistence are

referred to as Lagrangian since they allow Γ to move through space over time.

Since local causal states are assigned to each point in spacetime, coherent structures of

all possible sizes can be described. The smallest scale possible is a single spacetime point

and the structure is captured by a single local causal state. Larger structures are given as

147



a set of states localized at the corresponding spatial scale. Such sets may be arbitrarily

large and have (almost) arbitrary shape. In this way, the local causal states allow us

to discover complex structures, without imposing external templates on the structures

they describe. This leaves open the possibility of discovering novel structures that are

not readily apparent from a observable spacetime field or do not fit into known shape

templates.

We now apply the theory of domains and coherent structures to discover patterns in

the spacetime fields generated by elementary cellular automata. For each domain class

we analyze one exemplar ECA in detail. We begin describing the ECA’s domain(s) and

coherent structures generated by the ECA, from both the DPID and local causal state

perspectives.

The analysis of domains and structures gives a sense of the correspondence between

DPID and the local causal states; Conjecture 1. Though the CA dynamic Φ is not directly

used to infer local causal states, the correspondence between DPID and local causal state

domains shows that local causal states incorporate detailed dynamical features and they

can be used to discover patterns and structures that can be defined directly from Φ using

DPID.

6.2 Explicit Symmetry CAs

We start with a detailed look at ECA 54, whose domains and structures were worked

out in detail via DPID [4]. ECA 54 was said to support “artificial particle physics” and

this emergent “physics” was specified by the complete catalog of all its particles and

their interactions. Here, we analyze the domain and structures using local causal states

and compare. Since the particles (structures) are defined as deviations from a domain

that has explicit symmetries, the resulting higher-level particle dynamics themselves are

completely deterministic. As we will see later, this is not the case for hidden symmetry

systems; stochastic domains give rise to stochastic structures.

148



14

(a) Pure domain spacetime field x�54
. (b) Local causal state field S�54

= ‘(x�54
) atop x�54

.

(c) Finite-state machine M(�54) of DPID domain language �54.
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FIG. 3. ECA 54 domain: A sample pure domain spacetime field x� is shown in (a). This field is repeated with the associated
local causal states S� = ‘(x�) added in (b). Lightcone horizons h≠ = h+ = 3 were used. The DPID spacetime invariant set
language is shown in (c). (Reprinted from Ref. [55] with permission.)

and is period 4 in both time and space. From the DPID
perspective, though, it consists of two distinct spatial-
configuration languages, �A = (0001)ú and �B = (1110)ú,
that map into each other under �54; see Fig. 3(c). This
gives a recurrence time of ‚p = 2. The finite-state machines,
M(�A) and M(�B), shown there for these languages each
have four states, reflecting the period-4 spatial translation
symmetry: s = 4. Although the domain’s recurrence time
is ‚p = 2, the raw states xt are period 4 in time due to
a spatial phase slip in the language evolution: p = 4.
This is shown explicitly in the spacetime machine given in
Ref. [55]. We can see that the machine in Fig. 3(c) fully
describes the domain field in Fig. 3(a). At some time t,
the system is either in (0001)ú or (1110)ú and at the next
time step t + 1 it switches, then back again at t + 2, and
so on.

Let’s compare this with the local causal state analysis.
The corresponding local causal state field S� = ‘(x�)
was generated from the pure domain field x� of Fig. 3(a)
via causal filtering; see Fig. 3(b). We reiterate here that
this reconstruction in no way relies upon the invariant

set languages of �54 identified in DPID. Yet we see that
the local causal states correspond exactly to M(�54)’s
states. In total there are eight states, and these appear as
two distinct tilings in the field. These tilings correspond
to the two temporal phases of �54: wA = [A,B,C,D] =
�A and wB = [E,F,G,H] = �B. At any given time t, a
spatial configuration is tiled by only one of these temporal
phases, which each consist of 4 states, giving a spatial
period s = 4. And, at the next time t + 1 there are only
states from the other tiling. Then back to previous tiling,
and so, the evolution continues. Thus, we can see the
recurrence time is ‚p = 2. In contrast, the actual local
causal states are temporally period p = 4, which is also
the orbit period of configurations in x�, as can be seen
in Fig. 3(a). This is in agreement with DPID’s invariant
set analysis, shown in Fig. 3(c). As noted before and
as will be emphasized, there is a strong correspondence
between DPID’s dynamically invariant sets of spatially
homogeneous configurations and the local causal state
description, both for coherent structures and the domains
from which they are defined.

Figure 6.1. ECA 54 domain: A sample pure domain spacetime field xΛ is shown in
(a). This field is repeated with the associated local causal states SΛ = ε(xΛ) added in
(b). Lightcone horizons h− = h+ = 3 were used. The DPID spacetime invariant set
language is shown in (c). (Reprinted from Ref. [4] with permission.)

6.2.1 ECA 54’s Domain

A pure-domain spacetime field xΛ of ECA 54 is shown in Figure 6.1(a). As can be seen,

it has explicit symmetries and is period 4 in both time and space. From the DPID

perspective, though, it consists of two distinct spatial-configuration languages, ΛA =

(0001)∗ and ΛB = (1110)∗, that map into each other under Φ54; see Figure 6.1(c). This

gives a recurrence time of p̂ = 2. The finite-state machines, M(ΛA) and M(ΛB), shown

there for these languages each have four states, reflecting the period-4 spatial translation

symmetry: s = 4. Although the domain’s recurrence time is p̂ = 2, the raw states xt are

period 4 in time due to a spatial phase slip that occurs during their evolution: p = 4.

This is shown explicitly in the spacetime machine given in Ref. [4]. We can see that the

machine in Figure 6.1(c) fully describes the domain field in Figure 6.1(a). At some time

t, the system is either in (0001)∗ or (1110)∗ and at the next time step t + 1 it switches,
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then back again at t+ 2, and so on.

Let’s compare this with the local causal state analysis. The corresponding local causal

state field SΛ = ε(xΛ) was generated from the pure domain field xΛ of Figure 6.1(a) via

causal filtering; see Figure 6.1(b). We reiterate here that this reconstruction in no way

relies upon the invariant set languages of Λ54 identified in DPID. Yet we see that the

local causal states correspond exactly to M(Λ54)’s states. In total there are eight states,

and these appear as two distinct tilings in the field. These tilings correspond to the two

temporal phases of Λ54: wA = [A,B,C,D] = ΛA and wB = [E,F,G,H] = ΛB. At any given

time t, a spatial configuration is tiled by only one of these temporal phases, which each

consist of 4 states, giving a spatial period s = 4. And, at the next time t+1 there are only

states from the other tiling. Then back to previous tiling, and so, the evolution continues.

Thus, we can see the recurrence time is p̂ = 2. In contrast, the actual local causal states

are temporally period p = 4, which is also the orbit period of configurations in xΛ, as can

be seen in Figure 6.1(a). This is in agreement with DPID’s invariant set analysis, shown in

Figure 6.1(c). As noted before and as will be emphasized, there is a strong correspondence

between DPID’s dynamically invariant sets of spatially homogeneous configurations and

the local causal state description, both for coherent structures and the domains from

which they are defined.

6.2.2 ECA 54’s Structures

Let’s examine the structures (particles) supported by ECA 54 and their interactions.

Rule 54 organizes itself into domains and structures when started with random initial

conditions. A sample spacetime field x produced by evolving a random binary configu-

ration under Φ54 is shown in Figure 6.2(a). We first give a qualitative comparison of the

structures in this field from both the DPID and local causal state perspectives.

From the DPID side, a simple domain-nondomain filter is used with binary outputs

that flag sites in transducer filter field T = τ(x) as either domain (white) or not domain

(black). Applying this filter to the spacetime field of Figure 6.2(a) generates the diagram

shown in Figure 6.2(b). Similarly, a domain-nondomain filter built from local causal states

when applied to Figure 6.2(a) gives the output shown in Figure 6.2(c). For this filter, the
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(a) Raw spacetime field.

(b) DPID domain-nondomain filter.

(c) Local causal state domain-nondomain filter.

FIG. 4. Overview of ECA 54 structures: (a) A sample space-
time field evolved from a random initial configuration. (b) A
filter that outputs white for cells participating in domains and
black otherwise, using the DPID definition of domain. (c) The
analogous domain-nondomain filter that uses the local causal
state definition of domain. Lightcone horizons h≠ = h+ = 3
were used.

2. ECA 54’s structures

Let’s examine the structures (particles) supported by
ECA 54 and their interactions. Rule 54 organizes itself
into domains and structures when started with random
initial conditions. A sample spacetime field x produced
by evolving a random binary configuration under �54 is
shown in Fig. 4(a). We first give a qualitative comparison
of the structures in this field from both the DPID and
local causal state perspectives.

From the DPID side, a simple domain-nondomain filter
is used with binary outputs that flag sites in transducer
filter field T = ·(x) as either domain (white) or not
domain (black). Applying this filter to the spacetime field
of Fig. 4(a) generates the diagram shown in Fig. 4(b).
Similarly, a domain-nondomain filter built from local
causal states when applied to Fig. 4(a) gives the output
shown in Fig. 4(c). For this filter, the eight domain local
causal states in S = ‘(x) are in white and all other local

causal states black. While domain-nondomain detections
di�er site-by-site, we see that in aggregate there is again
strong agreement on the structures identified by the two
filter types.

There are four types of particles found in ECA 54 [55],
which we can now examine in detail. Before doing so,
we must make a comment about the domain transducer
· used by DPID to identify structures. As mentioned,
a stack automaton is generally required, but may be
well-approximated with a finite-state transducer [56]. A
trade-o� is made with the transducer, however, since it
must choose a direction to scan configurations—left-to-
right or right-to-left. To best capture the proper spatial
extent of a particle, an interpolation may be done by
comparing right and left scans. This was done in the
domain-nondomain filter of Fig. 4(b). The bidirectional
interpolation used does not capture fine details of domain
deviations. For the particle analysis that follows, a single
direction (left to right) scan is applied to produce each
Tt = ·(xt) in T = ·(x). A noticeable side-e�ect of the
single direction scan is that it covers only about half of
any given particle’s spatial extent. (This scan-direction
issue simply does not arise in local causal state filtering.)

The first structure we analyze is the large stationary –

particle, shown in Fig. 5. For both diagrams the white and
black squares represent the values 0 and 1, respectively,
of the underlying ECA field x–. Overlaid blue letters and
red numbers are the semantic filter fields. In Fig. 5(a)
these come from the DPID domain transducer filtered
field T = ·(x–). In Fig. 5(b) they come from the local
causal state field S = ‘(x–).

For the DPID domain transducer filtered field in
Fig. 5(a), overlaid blue letters are sites flagged as partic-
ipating in domain by the transducer · , with the letter
representing the spatial phase of the domain as given by
M(�54). Red numbers correspond to sites flagged as var-
ious deviations from domain [55]. Here, the collection of
such deviations outlines the – particle’s structure; though,
as stated above, the unidirectional transducer only identi-
fies about half of the particle’s spatial extent. The main
feature to notice is that the particle has a period-4 tem-
poral oscillation. As the – is recognizable by eye from
the raw field values, one can see this period-4 structure
is intrinsic to the raw spacetime field and not an artifact
of the domain transducer. However, the period-4 tem-
poral structure is clearly displayed by the DPID domain
transducer description of –.

Figure 5(b) displays the local causal state field S =
‘(x–); the eight domain states are given as blue letters,
following Fig. 3(b), and all other nondomain states, which
outline the –, are red numbers. We see the local causal
states fill out the –’s full spatial extent. Since the nu-
meric labels for each state are arbitrarily assigned during

Figure 6.2. Overview of ECA 54 structures: (a) A sample spacetime field evolved from
a random initial configuration. (b) A filter that outputs white for cells participating
in domains and black otherwise, using the DPID definition of domain. (c) The anal-
ogous domain-nondomain filter that uses the local causal state definition of domain.
Lightcone horizons h− = h+ = 3 were used.

eight domain local causal states in S = ε(x) are in white and all other local causal states

black. While domain-nondomain detections differ site-by-site, we see that in aggregate

there is again strong agreement on the structures identified by the two filter types.

There are four types of particles found in ECA 54 [4], which we can now examine in

detail. Before doing so, we must make a comment about the domain transducer τ used

by DPID to identify structures. As mentioned, a stack automaton is generally required,

but may be well-approximated with a finite-state transducer [199]. A trade-off is made

with the transducer, however, since it must choose a direction to scan configurations—

left-to-right or right-to-left. To best capture the proper spatial extent of a particle, an

interpolation may be done by comparing right and left scans. This was done in the
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domain-nondomain filter of Figure 6.2(b). The bidirectional interpolation used does not

capture fine details of domain deviations. For the particle analysis that follows, a single

direction (left to right) scan is applied to produce each Tt = τ(xt) in T = τ(x). A

noticeable side-effect of the single direction scan is that it covers only about half of any

given particle’s spatial extent. (This scan-direction issue simply does not arise in local

causal state filtering.)

The first structure we analyze is the large stationary α particle, shown in Figure 6.3.

For both overlay diagrams the white and black squares represent the values 0 and 1,

respectively, of the observable ECA field xα. Overlaid blue letters and red numbers are

the latent semantic fields. In Figure 6.3(a) these come from the DPID domain transducer

filtered field T = τ(xα). In Figure 6.3(b) they come from the local causal state field

S = ε(xα).

For the DPID domain transducer filtered field in Figure 6.3(a), overlaid blue letters are

sites flagged as participating in domain by the transducer τ , with the letter representing

the spatial phase of the domain as given by M(Λ54). Red numbers correspond to sites

flagged as various deviations from domain [4]. Here, the collection of such deviations

outlines the α particle’s structure; though, as stated above, the unidirectional transducer

only identifies about half of the particle’s spatial extent. The main feature to notice is that

the particle has a period-4 temporal oscillation. As the α is recognizable by eye from the

observable field values, one can see this period-4 structure is intrinsic to the observable

spacetime field and not an artifact of the domain transducer. However, the period-4

temporal structure is clearly displayed by the DPID domain transducer description of α.

Figure 6.3(b) displays the local causal state field S = ε(xα); the eight domain states are

given as blue letters, following Figure 6.1(b), and all other nondomain states, which outline

the α, are red numbers. We see the local causal states fill out the α’s full spatial extent.

Since the numeric labels for each state are arbitrarily assigned during reconstruction, the

α’s spatial reflection symmetry that is clearly present does not appear in the local causal

state labels. However, the underlying lightcones that populate the equivalence classes of

these states do exhibit this symmetry. As with the DPID domain transducer description
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(a) DPID domain transducer T = ·(x–) atop x–.

(b) Local causal state field S = ‘(x–) atop x–.

FIG. 5. ECA 54’s – particle: In both (a) and (b) white (0)
and black (1) squares display the underlying ECA spacetime
field x–. (a) The DPID domain transducer filter T = ·(x–)
output is overlaid atop the spacetime field values of x–. Blue
letters are sites participating in domain and red numbers are
particular deviations from domain. (b) The local causal state
field S = ‘(x–). The eight domain states are given by blue
letters, all others by red numbers. In both diagrams, the non-
domain sites outline the – particle of rule 54, according to the
two di�erent semantic filters. Lightcone horizons h≠ = h+ = 3
were used.

reconstruction, the –’s spatial reflection symmetry that is
clearly present does not appear in the local causal state
labels. However, the underlying lightcones that populate
the equivalence classes of these states do exhibit this sym-
metry. As with the DPID domain transducer description
though, the local causal states properly capture the –’s
temporal period-4.

We emphasize that coherent structures are behaviors of
the underlying system and, as such, they exist in the sys-
tem’s spacetime field. The semantic filter fields are formal
methods that identify sites in the underlying spacetime

field which participate in a particular structure. This is
how overlay diagrams, like Fig. 5, derive their utility.

We discuss the three remaining structures of ECA 54 by
examining an interaction among them; the left-traveling
“≠ particle can collide with the right-traveling “+ particle
to form the — particle. This interaction is displayed with
overlay diagrams in Fig. 6. The values of the underlying
field x— are given by white (0) and black (1) squares. The
DPID domain transducer filter field T = ·(x—) is overlaid
over top of x— in Fig. 6(a) and the local causal state field
S = ‘(x—) atop x— in Fig. 6(b).

In both cases, the color scheme is as follows. Sites iden-
tified by the semantic filters as participating in a domain
are colored blue, with the letters specifying the particular
phase of the domain. In Fig. 6(a) the domain phases are
specified by T and in Fig. 6(b) they are specified by S.
And, as we saw in Fig. 3 and can see here, these specifi-
cations of �54 are identical. For both Figs. 6(a) and 6(b),
nondomain sites participating in the “+ are flagged with
red, those participating in the “≠ with yellow, and those
uniquely participating in the — with orange.

As with the – particle, the local causal state description
better covers the particles’ spatial extent, but both filters
agree on the temporal oscillations of each particle. Both
“s are period 2 and — is period 4. Unlike the – and —, the
“ particles are not readily identifiable by eye. They arise
as a result of a phase slip in the domain. For example,
a spatial configuration with a “ present is of the form
�A “ �B .

Related to this, we point out here an observation about
this interaction that illustrates how our methods uncover
structures in spatiotemporal systems. At the top of each
diagram in Fig. 6 the spatial configurations are of the
form �A “+ �B “≠ �A. At each subsequent time step,
the domains change phase A æ B and B æ A and the
intervening domain region shrinks as the “s move towards
each other. The intervening domain disappears when the
“s finally collide. Then we have local configurations of
the form �A — �A. However, there is an indication that
a phase slip between these domain regions still happens
“inside” the — particle. Notice in Fig. 6 there are several
spatial configurations (horizontal time slices) in which
domain states appear inside the — that are the opposite
phase of the bordering domain phases, indicating a phase
slip. Also, the states constituting the “s are found as
constituents of the —. For the DPID domain transducer
· , each “ consists of just two states, and all four of these
states (two for each “) are found in the —. In the local
causal state field S, each “ is described by eight local
causal states. Not all of these show up as states of the
—, but several do. Those “ states that do show up in the
— appear in the same spatiotemporal configurations they
have in the “s.

Figure 6.3. ECA 54’s α particle: In both (a) and (b) white (0) and black (1) squares
display the underlying ECA spacetime field xα. (a) The DPID domain transducer filter
T = τ(xα) output is overlaid atop the spacetime field values of xα. Blue letters are
sites participating in domain and red numbers are particular deviations from domain.
(b) The local causal state field S = ε(xα). The eight domain states are given by blue
letters, all others by red numbers. In both diagrams, the non-domain sites outline the
α particle of rule 54, according to the two different semantic fields. Lightcone horizons
h− = h+ = 3 were used.
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though, the local causal states properly capture the α’s temporal period-4.

We emphasize that coherent structures are behaviors of the underlying system and,

as such, they exist in the system’s observable spacetime field. The latent semantic fields

are formal methods that identify sites in the observable spacetime field which participate

in a particular structure. This is made possible through the shared coordinate geometry

between the observable field and the latent semantic fields, and is how overlay diagrams,

like Figure 6.3, derive their utility.

We discuss the three remaining structures of ECA 54 by examining an interaction

among them; the left-traveling γ− particle can collide with the right-traveling γ+ particle

to form the β particle. This interaction is displayed with overlay diagrams in Figure 6.4.

The values of the underlying field xβ are given by white (0) and black (1) squares. The

DPID domain transducer filter field T = τ(xβ) is overlaid over top of xβ in Figure 6.4(a)

and the local causal state field S = ε(xβ) atop xβ in Figure 6.4(b).

In both cases, the color scheme is as follows. Sites identified by the semantic fields as

participating in a domain are colored blue, with the letters specifying the particular phase

of the domain. In Figure 6.4(a) the domain phases are specified by T and in Figure 6.4(b)

they are specified by S. And, as we saw in Figure 6.1 and can see here, these specifications

of Λ54 are identical. For both Figures 6.4(a) and 6.4(b), nondomain sites participating in

the γ+ are flagged with red, those participating in the γ− with yellow, and those uniquely

participating in the β with orange.

As with the α particle, the local causal state description better covers the particles’

spatial extent, but both filters agree on the temporal oscillations of each particle. Both

γs are period 2 and β is period 4. Unlike the α and β, the γ particles are not readily

identifiable by eye. They arise as a result of a phase slip in the domain. For example, a

spatial configuration with a γ present is of the form ΛA γ ΛB.

Related to this, we point out here an observation about this interaction that illus-

trates how our methods uncover structures in spatiotemporal systems. At the top of

each diagram in Figure 6.4 the spatial configurations are of the form ΛA γ+ ΛB γ− ΛA.

At each subsequent time step, the domains change phase A → B and B → A and the
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(a) DPID domain transducer T = ·(x—) atop x— .

(b) Local causal state field S = ‘(x—) atop x— .

—

“+ “≠

—

“+

“≠

FIG. 6. ECA 54’s “+ + “≠ æ — interaction: In both diagrams
the white (0) and black (1) squares display the underlying ECA
spacetime field x— . (a) The DPID domain transducer filter
T = ·(x—) output is overlaid atop the spacetime field values of
x— . Blue letters are sites identified by T as participating in the
domain. Colored numbers are sites identified as participating
in one of the three remaining structures. The “+ particle is
outlined only by red numbers, “≠ by yellow numbers, and —
by a combination of red, yellow, and orange. (b) The local
causal state field S = ‘(x—) is overlaid atop x— . The eight
domain states are in blue, and the other nondomain states are
colored the same as in (a). Lightcone horizons h≠ = h+ = 3
were used.

These observations tell us about the underlying ECA’s
behavior and so can be gleaned from the raw spacetime
field itself. That said, the discovery that the — particle is
a “bound state” of two “s and that it contains an internal
phase slip of the bordering domain regions is not at all
obvious from inspecting raw spacetime fields. That is,
“+ � “≠ æ —. Such structural discovery, however, is
greatly facilitated by the coherent structure analysis. To
emphasize, these insights concern the intrinsic organiza-
tion embedded in the spacetime fields generated by the
ECA. No structural assumptions, beyond the very basic
definitions of local causal states, are required.

Let’s recapitulate the correspondence between the inde-
pendent DPID and local causal state descriptions of the
ECA 54 domain and structures. From the DPID perspec-
tive, the ECA 54 domain �54 consists of two homogeneous
spatial phases that are mapped into each other by �54.
In contrast, �54 is described by a set of local causal states
with a spacetime translation symmetry tiling. The two
descriptions agree completely, giving a spatial period 4,
temporal period 4, and recurrence time of 2. On the one
hand, for ECA 54’s structures DPID directly uses domain
information to construct a transducer filter T = ·(x)
that identifies structures as groupings of particular do-
main deviations. On the other, the local causal states
are assigned uniformly to spacetime field sites via causal
filtering S = ‘(x). Domains and sites participating in a
domain are found by identifying spatiotemporal symme-
tries in the local causal states. Coherent structures are
then localized deviations from these symmetries. Though
the agreement is not exact as with the domain, DPID
and the local causal states still agree to a large extent
on their descriptions of ECA 54’s four particles and their
interactions.

3. ECA 110

As the most complex explicit symmetry ECA, ECA
110 is worth a brief mention. It is the only ECA proven
to support universal computation (on a specific subset of
initial configurations) and implements this using a subset
of the ECA’s coherent structures [89]. This was shown
by mapping ECA 110’s particles and their interactions
onto a cyclic tag system that emulates a Post tag system
which, in turn, emulates a universal Turing machine. A
domain-nondomain filter reveals several of ECA 110’s
particles used in the implementation; see Fig. 7. The
ECA 110 domain was displayed in Figs. 2(a) and 2(c), as
the example for explicit symmetry domains. The domain
has a single phase, rather than two phases like ECA 54’s,
and requires 14 states, as opposed to ECA 54’s combined
8. The ECA 110’s highly complex behavior surely derives

Figure 6.4. ECA 54’s γ+ + γ− → β interaction: In both diagrams the white (0)
and black (1) squares display the underlying ECA spacetime field xβ. (a) The DPID
domain transducer filter T = τ(xβ) output is overlaid atop the spacetime field values
of xβ. Blue letters are sites identified by T as participating in the domain. Colored
numbers are sites identified as participating in one of the three remaining structures.
The γ+ particle is outlined only by red numbers, γ− by yellow numbers, and β by a
combination of red, yellow, and orange. (b) The local causal state field S = ε(xβ) is
overlaid atop xβ. The eight domain states are in blue, and the other nondomain states

are colored the same as in (a). Lightcone horizons h− = h+ = 3 were used.
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intervening domain region shrinks as the γs move towards each other. The intervening

domain disappears when the γs finally collide. Then we have local configurations of the

form ΛA β ΛA. However, there is an indication that a phase slip between these domain

regions still happens “inside” the β particle. Notice in Figure 6.4 there are several spatial

configurations (horizontal time slices) in which domain states appear inside the β that

are the opposite phase of the bordering domain phases, indicating a phase slip. Also,

the states constituting the γs are found as constituents of the β. For the DPID domain

transducer τ , each γ consists of just two states, and all four of these states (two for each

γ) are found in the β. In the local causal state field S, each γ is described by eight local

causal states. Not all of these show up as states of the β, but several do. Those γ states

that do show up in the β appear in the same spatiotemporal configurations they have in

the γs.

These observations tell us about the underlying ECA’s behavior and so can be gleaned

from the observable spacetime field itself. That said, the discovery that the β particle is

a “bound state” of two γs and that it contains an internal phase slip of the bordering

domain regions is not at all obvious from inspecting observable spacetime fields. That is,

γ+ Λ γ− → β. Such structural discovery, however, is greatly facilitated by the coherent

structure analysis. To emphasize, these insights concern the intrinsic organization em-

bedded in the spacetime fields generated by the ECA. No structural assumptions, beyond

the very basic definitions of local causal states, are required.

Let’s recapitulate the correspondence between the independent DPID and local causal

state descriptions of the ECA 54 domain and structures. From the DPID perspective,

the ECA 54 domain Λ54 consists of two homogeneous spatial phases that are mapped

into each other by Φ54. In contrast, Λ54 is described by a set of local causal states with

a spacetime translation symmetry tiling. The two descriptions agree completely, giving

a spatial period 4, temporal period 4, and recurrence time of 2. On the one hand, for

ECA 54’s structures DPID directly uses domain information to construct a transducer

filter T = τ(x) that identifies structures as groupings of particular domain deviations.

On the other, the local causal states are assigned uniformly to spacetime field sites via
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causal filtering S = ε(x). Domains and sites participating in a domain are found by

identifying spatiotemporal symmetries in the local causal states. Coherent structures are

then localized deviations from these symmetries. Though the agreement is not exact as

with the domain, DPID and the local causal states still agree to a large extent on their

descriptions of ECA 54’s four particles and their interactions.

6.2.3 ECA 110

As the most complex explicit symmetry ECA, rule 110 is worth another mention (see

Section 1.6 for further discussion on the significance of ECA rule 110). It is the only ECA

proven to support universal computation (on a specific subset of initial configurations) and

implements this using a subset of the ECA’s coherent structures [136]. This was shown by

mapping ECA 110’s particles and their interactions onto a cyclic tag system that emulates

a Post tag system which, in turn, emulates a universal Turing machine. A domain-

nondomain filter reveals several of ECA 110’s particles used in the implementation; see

Figure. 1.6. The ECA 110 domain was displayed in Figures. 4.1(a) and 4.1(c), as the

example for explicit symmetry domains. The domain has a single phase, rather than two

phases like ECA 54’s, and requires 14 states, as opposed to ECA 54’s combined 8. The

ECA 110’s highly complex behavior surely derives from the heightened complexity of its

domain. Exactly how, though, remains an open problem.

6.3 Hidden Symmetry CAs

Our attention now turns to ECAs with hidden symmetries and stochastic domains. These

are the so-called “chaotic” ECAs. Since the structure of an ECA’s domain heavily dic-

tates the overall behavior, stochastic domains give rise to stochastic structures and hence,

in combination, to an overall stochastic behavior. To be clear, since all ECA dynamics

are globally deterministic—the evolution of spatial configurations is deterministic—the

stochasticity here refers to local structures rather than global configurations. In contrast

to explicit symmetry ECAs whose structures are largely identifiable from the observable

spacetime field, the structures found in stochastic-domain ECAs are often not at all ap-

parent. In this case the ability of our methods to facilitate the discovery and description
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of such hidden structures is all the more important and sometimes even necessary. While

the distinction between stochastic and explicit symmetry domains does not make a dif-

ference when determining DPID’s spacetime invariant sets, local causal state inference is

relatively more difficult with stochastic domains, usually requiring large lightcone depths

and an involved domain-structure analysis.

Here, we examine ECA 18 in detail, as its stochastic domain is relatively simple and

well understood. An empirical domain-structure analysis of ECA 18 was first given in

Ref. [217] and then more formally in Refs. [216, 241, 242, 243], which notes the domain’s

temporal invariance. It was not until the FME was introduced in Ref. [5] that this was

rigorously proven and shown to follow within the more general DPID framework. The

distinguishing feature of ECA 18’s domain observed in the early empirical analysis was

that the lookup table φ18 becomes additive when restricted to domain configurations.

Specifically, when restricted to domain, φ18 is equivalent to φ90, which is the sum mod

2 of the outer two bits of the local neighborhood; xrt+1 = φ90(xr−1
t xrtx

r+1
t ) = xr−1

t +

xr+1
t (mod 2). This was detailed above in Chapter 5.

ECA 18’s structures illustrate additional complications of local causal state analysis

with stochastic symmetry systems. Nondomain states of ECA 54 and other explicit

symmetry ECAs always indicate a particle or particle interaction, after transients. This

is not the case with chaotic ECAs, and our formal definition is needed to identify ECA

18’s coherent structures.

6.3.1 ECA 18’s Domain

Iterates of a pure domain spacetime field xΛ18
for the ECA 18 domain Λ18 is shown

in Figure 6.5(a). White and black cells represent site values 0 and 1, respectively. A

symmetry is not apparent (or indeed present) in the observable spacetime field. One

noticeable pattern, though, is that 1s (black cells) always appear in isolation, surrounded

by 0s on all four sides. This still does not reveal symmetry, since neither time nor space

shifts match the original field. When scanning along one dimension, making either timelike

or spacelike moves (vertically or horizontally), one sees that every other site is always

a 0 and the sites in between are wildcards—they can be either 0 or 1. Making this
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(a) Pure domain spacetime field x�.

(b) Local causal state field S� = ‘(x�).

A B

0
1

0
(c) Finite-state machine M(�18) of DPID

domain language �18.

FIG. 8. ECA 18 domain: (a) Iterates of a sample pure do-
main spacetime field x�, white and black are values 0 and 1,
respectively. (b) The same domain field with the local causal
state field S� = ‘(x�) overlaid. Lightcone horizons h≠ = 8
and h+ = 3 were used. (c) The finite-state machine M(�18)
of the DPID invariant set language of the ECA 18 domain
�18. (Reprinted with permission from Ref [50].)

This is a rotation, though, in spacetime. While unintu-
itive at first, the above discussion shows this spacetime
rotational symmetry is not just a coincidence. The 0-
wildcard semantics applies for both spacelike and timelike
scans through the field.

The DPID invariant-set language for this domain is
given in Figure 8(c). Not surprisingly, this is the 0-
wildcard language. It is easy to see that „18 creates
a tiling of 0-wildcard local configurations. Also, note

(a) Raw spacetime field

(b) DPID transducer domain-nondomain filter

(c) Local causal-state domain-nondomain filter

FIG. 9. ECA 18 structures: (a) Sample spacetime field evolved
under ECA 18 from a random initial configuration. (b) Space-
time field after filtering with domain regions in white and
coherent structures in blue, using the DPID domain trans-
ducer. (c) Spacetime field filtered with domain regions in
white and structures in blue, using local causal states. The
occasional gap in the structures is an artifact of using finite-
depth lightcones during reconstruction of local causal states.
Lightcone horizons h≠ = 8 and h+ = 3 were used.

the transition branching (the wildcard) leaving state A
indicates a semigroup algebra. This identifies �18 as a
stochastic symmetry domain. We again see a clear cor-
respondence between the local causal state identification
of the domain and that of DPID. Both give spatial pe-
riod s = 2, temporal period p = 2, and recurrence time
‚p = 1, as there is a single local causal state tiling and a
single DPID spatial language, both corresponding to the
0-wildcard pattern.

Figure 6.5. ECA 18 domain: (a) Iterates of a sample pure domain spacetime field xΛ,
white and black are values 0 and 1, respectively. (b) The same domain field with the
local causal state field SΛ = ε(xΛ) overlaid. Lightcone horizons h− = 8 and h+ = 3
were used. (c) The finite-state machine M(Λ18) of the DPID invariant set language of
the ECA 18 domain Λ18. (Reprinted with permission from Ref [5].)
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identification finally reveals the (stochastic) symmetry in the ECA 18 domain [5].

In contrast to this ad hoc description, the 0-wildcard pattern is clearly and immedi-

ately identified in the local causal state field SΛ = ε(xΛ), shown in Figure 6.5(b). State

A occurs on the fixed-0 sites and state B on the wildcard sites. And, these states occur

in a checkerboard symmetry that tiles the spacetime field. An interesting observation of

this symmetry group is that it has rotational symmetry, in addition to the time and space

translation symmetries. This is a rotation, though, in spacetime. While unintuitive at

first, the above discussion shows this spacetime rotational symmetry is not just a coin-

cidence. The 0-wildcard semantics applies for both spacelike and timelike scans through

the field.

The DPID invariant-set language for this domain is given in Figure 6.5(c). Not sur-

prisingly, this is the 0-wildcard language. It is easy to see that φ18 creates a tiling of

0-wildcard local configurations. Also, note the transition branching (the wildcard) leav-

ing state A indicates a lack of translation symmetry. This identifies Λ18 as a stochastic

symmetry domain. We again see a clear correspondence between the local causal state

identification of the domain and that of DPID. Both give spatial period s = 2, temporal

period p = 2, and recurrence time p̂ = 1, as there is a single local causal state tiling and

a single DPID spatial language, both corresponding to the 0-wildcard pattern.

6.3.2 ECA 18’s Structures

ECA 18’s two-state domain Λ18 supports a single type of coherent structure—the α par-

ticle that appears as a phase-slip in the spatial period-2 domain and consists of local

configurations 102k1, k = 0, 1, 2, . . .. The domain’s stochastic nature drives the αs in an

unbiased left-right random-walk. When two collide they pairwise annihilate; resolving

each α’s spatial phase shift. (To clarify, the α of ECA 18 has no relation to the α of ECA

54.)

Figure 6.6 shows these structures as they evolve from a random initial configuration

under Φ18. The observable spacetime field is given in Figure 6.6(a) with the DPID trans-

ducer domain-nondomain filter (bidirectional scan interpolation) in Figure 6.6(b) and the

local causal state domain-nondomain filter in Figure 6.6(c). With the aid of these domain
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(a) Pure domain spacetime field x�.

(b) Local causal state field S� = ‘(x�).

A B

0
1

0
(c) Finite-state machine M(�18) of DPID

domain language �18.

FIG. 8. ECA 18 domain: (a) Iterates of a sample pure do-
main spacetime field x�, white and black are values 0 and 1,
respectively. (b) The same domain field with the local causal
state field S� = ‘(x�) overlaid. Lightcone horizons h≠ = 8
and h+ = 3 were used. (c) The finite-state machine M(�18)
of the DPID invariant set language of the ECA 18 domain
�18. (Reprinted with permission from Ref [50].)

This is a rotation, though, in spacetime. While unintu-
itive at first, the above discussion shows this spacetime
rotational symmetry is not just a coincidence. The 0-
wildcard semantics applies for both spacelike and timelike
scans through the field.

The DPID invariant-set language for this domain is
given in Figure 8(c). Not surprisingly, this is the 0-
wildcard language. It is easy to see that „18 creates
a tiling of 0-wildcard local configurations. Also, note

(a) Raw spacetime field

(b) DPID transducer domain-nondomain filter

(c) Local causal-state domain-nondomain filter

FIG. 9. ECA 18 structures: (a) Sample spacetime field evolved
under ECA 18 from a random initial configuration. (b) Space-
time field after filtering with domain regions in white and
coherent structures in blue, using the DPID domain trans-
ducer. (c) Spacetime field filtered with domain regions in
white and structures in blue, using local causal states. The
occasional gap in the structures is an artifact of using finite-
depth lightcones during reconstruction of local causal states.
Lightcone horizons h≠ = 8 and h+ = 3 were used.

the transition branching (the wildcard) leaving state A
indicates a semigroup algebra. This identifies �18 as a
stochastic symmetry domain. We again see a clear cor-
respondence between the local causal state identification
of the domain and that of DPID. Both give spatial pe-
riod s = 2, temporal period p = 2, and recurrence time
‚p = 1, as there is a single local causal state tiling and a
single DPID spatial language, both corresponding to the
0-wildcard pattern.

Figure 6.6. ECA 18 structures: (a) Sample spacetime field evolved under ECA 18 from
a random initial configuration. (b) Spacetime field after filtering with domain regions
in white and coherent structures in blue, using the DPID domain transducer. (c)
Spacetime field filtered with domain regions in white and structures in blue, using local
causal states. The occasional gap in the structures is an artifact of using finite-depth
lightcones during reconstruction of local causal states. Lightcone horizons h− = 8 and
h+ = 3 were used.
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filters, visual inspection shows that ECA 18’s structures are, in fact, pairwise annihilating

random-walking particles. This was explored in detail by Ref. [194].

As noted above, the domain-structure local causal state analysis for stochastic domain

systems is generally more subtle. In the DPID analysis, ECA 18 consists solely of the single

domain and random-walking α particle structures. Thus, using the DPID transducer to

filter out sites participating in domains leaves only α particles, as done in Figure 6.6(b).

The situation is more complicated in the local causal state analysis. As described in more

detail shortly, filtering out domain states leaves behind more than the structures. Why

exactly this happens is the subject of future work. The field shown in Figure 6.6(c) was

produced from a coherent structure filter, rather than from a domain-nondomain filter.

There, local causal states that fit the coherent structure criteria are colored blue and all

others are colored white.

To illustrate the more involved local causal state analysis let’s take a closer look at the

α particle. This also highlights a major difference between DPID and local causal state

analyses. As the DPID transducer is strictly a spatial description it can identify structures

that grow in a single time step to arbitrary size. One artifact of this is that the spatial

growth can exceed the speed of local information propagation and thus make structures

appear acausal. The local causal states, however, are constructed from lightcones and so

naturally take into account this notion of causality. They cannot describe such acausal

structures. Accounting for this, though, there is a strong agreement between the two

descriptions.

From the perspective of the DPID domain transducer τ ECA 18’s α particles are

simple to understand. From the domain language in Figure 6.5(c), the domain-forbidden

words are those in the regular expression 1(00)∗1. That is, pairs of ones with an even

number of 0s (including no 0s) in between. This is the description of α particles at the

spatial configuration level. The DPID bidirectional scan interpolation domain transducer

perfectly captures α described this way; see Figure 6.7(a). To aid in visual identification

we employed a different color scheme for Figure 6.7: the underlying ECA field values are

given by green (0) and gray (1) squares. For the DPID transducer filtered field T = τ(x)
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(a) DPID domain transducer filter T = ·(x). (b) Coherent structure filter over S .

(c) Structure described by S compared to structure described by T .

FIG. 10. Comparative analysis of ECA 18’s – particle: In all three spacetime diagrams, the underlying ECA field values of 0 and
1 are represented as green and gray squares, respectively. (a) DPID domain transducer filtered field T = ·(x) with bidirectional
scan interpolation. Domain sites are identified with white 0s and particle sites with black 1s. (b) A coherent structure causal
filter; local causal state field S = ‘(x) with nondomain local causal states states satisfying the coherent structure definition are
colored black with all other states colored white. Lightcone horizons h≠ = 8 and h+ = 3 were used. (c) Comparison of the
structures from the two methods: The DPID transducer filter of (a) with sites that have local causal states identified as the
coherent structure in (b) given a red square label.

of the notion of semantics, which derives from the mea-
surement semantics introduced in Ref. [87]. Performing
causal filtering S = ‘(x) may at first seem counterpro-
ductive, especially for binary fields like those generated

by ECAs, as the state space of the system is generally
larger in S than in x. As the local state space of ECAs
is binary, complexity is manifest in how the sites interact
and arrange themselves. Not all sites in the field play the

Figure 6.7. Comparative analysis of ECA 18’s α particle: In all three spacetime
diagrams, the underlying ECA field values of 0 and 1 are represented as green and
gray squares, respectively. (a) DPID domain transducer filtered field T = τ(x) with
bidirectional scan interpolation. Domain sites are identified with white 0s and particle
sites with black 1s. (b) A coherent structure causal filter; local causal state field
S = ε(x) with nondomain local causal states states satisfying the coherent structure
definition are colored black with all other states colored white. Lightcone horizons
h− = 8 and h+ = 3 were used. (c) Comparison of the structures from the two methods:
The DPID transducer filter of (a) with sites that have local causal states identified as
the coherent structure in (b) given a red square label.
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in Figure 6.7(a), overlaid white 0s identify domain sites and black 1s identify particle

sites. Every local configuration identified as an α is of the form 1(00)∗1. As noted above,

however, αs described in this way can grow in size arbitrarily in a single time step as the

number of pairs of zeros in 1(00)∗1 is unbounded.

Local causal state inference—whether topological (Section 4.2) or probabilistic [110]—

is unsupervised in the sense that it uses only raw spacetime field data and no other external

information such as the CA rule used to create that spacetime data. Once states are

inferred, further steps are needed for coherent structure analysis.

The first step is to identify domain states in the local causal state field S = ε(x).

They tile spacetime regions, i.e., domain regions. For explicit-symmetry domain ECAs

this step is sufficient for creating a domain-structure filter. Tiled domain states can be

easily identified and all other states outline ECA structures or their interactions. The

situation is more subtle, however, for ECAs with stochastic domains.

For our purposes here, it suffices to strictly apply the definition of coherent structures

after this first “out of the box” unsupervised causal filter. The initial unsupervised filtered

spacetime diagram identifies a core set of states that are spatially localized and temporally

persistent. A coherent structure filter then isolates these states by coloring them black

and all other states white in the local causal state field S . The output of this filter is

shown in Figure 6.7(b). The growth rate of the structures identified in this way—by the

local causal states—is limited by the speed of information propagation, which for ECAs

is unity. Applying this growth-rate constraint on the DPID structure transducer, one

again finds strong agreement. A comparison is shown in Figure 6.7(c). It shows the

output of the DPID filter applied to the spacetime field of Figure 6.7(a) and, in red, sites

corresponding to the structure according to the local causal states in Figure 6.7(b).

6.4 Remarks

Having laid out our coherent structure theory and illustrating it in some detail, it is worth

looking back, as there are subtleties worth highlighting. The first is our use of the notion

of semantics, which derives from the measurement semantics introduced in Ref. [197].
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Performing causal filtering S = ε(x) may at first seem counterproductive, especially for

binary fields like those generated by ECAs, as the state space of the system is generally

larger in S than in x. As the local state space of ECAs is binary, complexity is manifest

in how the sites interact and arrange themselves. Not all sites in the field play the same

role. For instance, in ECA 110’s domain, Figure 4.1(a), the 0s in the field group together

to form a triangular shape. This triangle has a bottom-most 0 and a rightmost 0, but

they are both still 0s. To capture the semantics of “bottom-most” and “rightmost” 0 of

that triangle shape, a larger local state space is needed. And, indeed, this is exactly the

manner in which the local causal states capture the semantics of the underlying field. We

saw a similar example with the fixed-0 and wildcard semantics of Λ18.

The values in the fields S = ε(x) and T = τ(x) are not measures of some quantity, but

rather semantic labels. For the local causal states, they are labels of equivalence classes

of local dynamical behaviors. For the DPID domain transducer, they label sites as being

consistent with the domain language Λ or else as the particular manner in which they

deviate from that language.

This, however, is only the first level of semantics used in our coherent structure theory.

While the filtered fields S = ε(x) and T = τ(x) capture semantics of the original field

x, to identify coherent structures a new level of semantics on top of these filtered fields

is needed. These are semantics that identify sites as domain or coherent structure using

S and T . For the DPID domain transducer T , the domain semantics are by construction

built into T . Our coherent structure definition adds the necessary semantics to identify

collections of nondomain sites as participating in a coherent structure.

For the local causal states, one may think of the field S = ε(x) as being the semigroup

level of semantics. That is, they represent pattern and structure as generalized symmetries

of the underlying field x. This is the same manner in which the ε-machine captures pattern

and structure of a stochastic process with semigroup algebra; see Section 3.1.6. The next

level of semantics, used to identify domains, requires finding explicit symmetries in S .

Thus, domain semantics are the group-theoretic level of semantics, since domains are

identified by spacetime translation symmetry groups over S . With states participating
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in those symmetry groups identified, our coherent structure definition again provides the

necessary semantics to identify structures in x through S . These remarks hopefully also

clarify the interplay between group and semigroup algebras in our development.

Lastly, we highlight the distinction between a CA’s local update rule φ and its global

update Φ—the CA’s equations of motion. For many CAs, as with ECAs, Φ is constructed

from simultaneous synchronous application of φ across the lattice. In a sense, then, there

is a simple relation between φ and Φ. However, as demonstrated by many ECAs, most

notably the Turing complete ECA 110, the behaviors generated by Φ can be extraordinar-

ily complicated, even though φ is extraordinarily simple. This is why complex behaviors

and structures generated by ECAs are said to be emergent.

This point is worth emphasizing here due to the relationship between past lightcones

and φi for CAs. Since the local causal states are equivalence classes of past lightcones, they

are equivalence classes of the elements of φi for CAs. Thus, the system’s local dynamic

is directly embedded in the local causal states. As we saw, the local causal states are

capable of capturing emergent behaviors and structures of CAs and so, in a concrete way,

they provide a bridge between the simple local dynamic φ and the emergent complexity

generated by Φ. Moreover, the correspondence between the local causal state and DPID

domain-structure analysis shows the particular equivalence relation over the elements of

φi used by the local causal states captures key dynamical features of Φ, used explicitly by

DPID.

The relationship, though, between φi and Φ captured by the local causal states is not

entirely transparent, as most clearly evidenced by the need for behavior-driven recon-

struction of the local causal states. Given a CA lookup table φ, one may pick a finite

depth i for the past lightcones and easily construct φi. It is not at all clear, however,

how to use Φ to generate the equivalence classes over the past lightcones of φi that have

the same conditional distributions over future lightcones. The only known way to do this

is by brute-force simulation and reconstruction, letting Φ generate past lightcone-future

lightcone pairs directly.
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6.5 Conclusion

Two distinct, but closely related, approaches to spatiotemporal computational mechan-

ics were reviewed: DPID and local causal states. From them, we developed a theory of

pattern and structure in fully discrete dynamical field theories. Both approaches iden-

tify patterns as statistically-regular regions of a system’s spatiotemporal behavior—its

domains—generalizing patterns from exact symmetries. We then defined coherent struc-

tures as localized deviations from domains; i.e., coherent structures are locally-broken

domain (generalized) symmetries.

The DPID approach defines domains as sets of homogeneous spatial configurations

that are temporally invariant under the system dynamic. In 1+1 dimension systems,

dynamically important configuration sets can be specified as particular types of regu-

lar language, i.e. sofic languages. Once these domain patterns are identified, a domain

transducer τ can be constructed that filters spatial configurations Tt = τ(xt), identifying

sites that participate in domain regions or that are the unique deviations from domains.

Finding a system’s domains and then constructing domain transducers requires much

computational overhead, but full automation has been demonstrated. Once acquired, the

domain transducers provide a powerful tool for analyzing emergent structures in discrete,

deterministic 1+1 dimension systems. The theory of domains as dynamically invariant ho-

mogeneous spatial configurations is easily generalizable beyond this setting, but practical

calculation of configuration invariant sets in more generalized settings presents enormous

challenges.

The local causal state approach, in contrast, generalizes well. Both in theory and

in practice, under a caveat of computational resource scaling (see Section 7.2). It is a

more direct generalization of computational mechanics from its original temporal setting.

The causal equivalence relation over pasts based on predictions of the future is the core

feature of computational mechanics from which the generalization follows. Local causal

states are built from a local causal equivalence relation over past lightcones based on

predictions of future lightcones. Local causal states provide the same powerful tools of

domain transducers, and more. Being equivalence classes of past lightcones, which in the
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deterministic setting are the system’s underlying local dynamic, local causal states offer

a bridge between emergent structures and the underlying dynamic that generates them.

In both, patterns and structures are discovered rather than simply recognized. No

external bias or template is imposed, and structures at all scales may be uniformly cap-

tured and represented. These representations greatly facilitate insight into the behavior

of a system, insights that are intrinsic to a system and are not artifacts of an analyst’s

preferred descriptional framework. ECA 54’s γ+ + Λ + γ− → β interaction exemplifies

this.

DPID domain transducers utilize full knowledge of a system’s underlying dynamic

and, thus, perfectly capture domains and structures. Local causal states are built purely

from spacetime fields and not the equations of motion used to produce those fields. Yet,

the domains and structures they capture are remarkably close to the dynamical systems

benchmark set by DPID. This is highly encouraging as the local causal states can be

uniformly applied to a much wider array of systems than the DPID domain transducers,

while at the same time providing a more powerful analysis of coherent structures.

Looking beyond cellular automata, recent years witnessed renewed interest in coherent

structures in fluid systems [117, 65, 62]. There has been particular emphasis on Lagrangian

methods, which focus on material deformations generated by the flow. The local causal

states, in contrast, are an Eulerian approach, as they are built from lightcones taken from

spacetime fields and do not require material transport in the system. A frequent objection

raised against Eulerian approaches to coherent structures is that such approaches are not

“objective”—they are not independent of an observer’s frame of reference. This applies

for instantaneous Eulerian approaches, however. And so, does not apply to local causal

states. In fact, lightcones and the local causal equivalence relation over them are preserved

under Euclidean isometries. This can be seen from Equations. (3.9) and (3.10) that define

lightcones in terms of distances only and so they are independent of coordinate reference

frame. Local causal states are objective in this sense.

Methods in the Lagrangian coherent structure literature fall into two main categories:

diagnostic scalar fields and analytic approaches utilizing one or another mathematical
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coherence principle. Previous approaches to coherent structures using local causal states

relied on the local statistical complexity [112, 231]. This is a diagnostic scalar field

and comes with all the associated drawbacks of such approaches [113]. The coherent

structure theory presented here, in contrast, is the first principled mathematical approach

to coherent structures using local causal states.

With science producing large-scale, high-dimensional data sets at an ever increasing

rate, data-driven analysis techniques like the local causal states become essential. Stan-

dard machine learning techniques, most notably deep learning methods, convolutional

neural nets, and the like are experiencing increasing use in the sciences [244, 245]. Unlike

commercial applications in which deep learning has led to surprising successes, scientific

data is highly complex and typically unlabeled. Moreover, interpretability and detect-

ing new mechanisms are key to scientific discovery. With these challenges in mind, we

offer local causal states as a unique and valuable tool for discovering and understanding

emergent structure and pattern in spatiotemporal systems.
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Chapter 7

Coherent Structures in Complex

Fluid Flows

Over the last decade, the Data Deluge [246] brought dramatic progress across all of

science [45, 46, 247, 47, 248]. For data-driven science to flourish by extracting meaningful

scientific insights [48, 49], new methods are required that (i) discover and mathematically

describe complex emergent phenomena, (ii) uncover the underlying physical and causal

mechanisms, and (iii) accurately predict the occurrence and evolution of these phenomena

over time. Increasingly, scientists lean on machine learning (ML) [249, 250, 251, 252, 253]

and, more recently, deep learning (DL) [254, 255, 256, 257, 258] to fill this role.

While these techniques show great promise, serious challenges arise when they are

applied to scientific problems. To better elucidate the challenges of scientific applica-

tion of DL methods, we will focus on a particular problem of utmost and imminent

importance that necessitates data-driven discovery - detection and identification of ex-

treme weather events in climate data [259, 129, 130]. Driven by an ever-warming climate,

extreme weather events are changing in frequency and intensity at an unprecedented

pace [123, 124]. Scientists are simulating a multitude of climate change scenarios using

high-resolution, high-fidelity global climate models, producing 100s of TBs of data per

simulation. Currently, climate change is assessed in these simulations using summary

statistics (e.g. mean global sea surface temperature) which are inadequate for analyzing

the full impact of climate change. Due to the sheer size and complexity of these simulated
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data sets, it is essential to develop robust and automated methods that can provide the

deeper insights we seek.

Recently, supervised DL techniques have been applied to address this problem [125,

127, 128] including one of the 2018 Gordon Bell award winners [126]. However, there is an

immediate and daunting challenge for these supervised approaches: ground-truth labels

do not exist for pixel-level identification of extreme weather events [130]. The DL models

used in the above studies are trained using the automated heuristics of TECA [129] for

proximate labels. While the results in [125] qualitatively show that DL can improve upon

TECA, the results in [128] reach accuracy rates over 97%, essentially reproducing the

output of TECA. The supervised learning paradigm of optimizing objective metrics (e.g.

training and generalization error) breaks down here [49] since TECA is not ground truth

and we do not know how to train a DL model to disagree with TECA in just the right

way to get closer to “ground truth”.

With the absence of ground-truth labels, many scientific problems are fundamentally

unsupervised problems. Rather than attempt to adapt unsupervised DL approaches to a

problem like extreme weather detection, we instead take a behavior-driven approach and

start from physical principles to develop a novel physics-based representation learning

method for discovering structure in spatiotemporal systems directly from unlabeled data.

Having introduced the local causal states and their mathematical foundations in Chap-

ters 2 and 3, and demonstrated their ability to capture meaningful pattern and structure

in cellular automata in Chapters 4, 5, and 6, we are now ready to investigate the potential

utility of the local causal states for data-driven scientific discovery on real-world problems.

First, in Section 7.1 we discuss the approximations required to reconstruct the local causal

states from real-valued spacetime fields. The main barriers to analyzing natural systems

like fluid flows, however, arises in the required computational resources. In Section 7.2

we detail our distributed, high-performance computing (HPC) implementation of local

causal state reconstruction that removes this barrier [122].

For the problem of unsupervised segmentation of extreme weather events in climate

data, we view these events as particular cases of more general hydrodynamic coherent
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structures. Atmospheric dynamics, and hydrodynamic flows more generally, are highly

structured and largely organized around a low-dimensional skeleton of collective features,

referred to as coherent structures [62]. In Section 7.3 we use the Lagrangian approach

to coherent structures in fluid flows [117] as a benchmark for assessing the potential of

using the local causal state coherent structure analysis (Chapter 6) for discovering these

structures. Finally, in Section 7.4 we present preliminary results on the use of local causal

states for unsupervised segmentation analysis of extreme weather events in high-resolution

general circulation climate model datasets.
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7.1 Reconstruction and Approximations

As discussed in Section 2.2, it is not known how to find “good” measurement devices

(i.e. generating partitions) for natural systems like fluid flows. Thus, rather than re-

constructing a machine presentation from a discretized measurement data stream, like in

the dynamical structure modeling paradigm described in Section 2.1.2, we must perform

reconstruction directly from observed spacetime fields. This was first done by Jänicke

et. al. in Ref. [231]. In order to estimate empirical morph distributions Pr(L+|`−) some

kind of discretization is required. Rather than discretize the observable values, clustering

over lightcones was done to discretize lightcone space. Once this is done, the reconstruc-

tion algorithm follows in the same manner as for discrete-valued observable fields, as first

outlined in Ref. [110].

The reconstruction algorithm for real-valued fields was further elaborated upon by

the LICORS work [233, 234, 260]. In this, they proved some statistical properties of

the algorithm, including convergence results, and gave a more general description of the

algorithm. The most significant contribution, from the perspective of the present work,

is the continuous histories assumption that provides a theoretical justification for the

lightcone clustering step. We will discuss this in more detail below.

The reconstruction algorithm used in the rest of this Chapter largely follows the basic

LICORS algorithm given in Ref. [233]. That said, we provide a more thorough mathemat-

ical formalism behind the algorithm and its approximations. The main modification we

make to the actual algorithm is the introduction of a lightcone distance for use in lightcone

clustering, as opposed to the Euclidean distance used by the predecessor algorithms.

7.1.1 Setup

Assume there is a data-generating process P . Since this thesis concerns spatiotemporal

systems, we present our reconstruction formalism in that setting, but everything given

here also applies for reconstruction of causal states from real-valued time series. As usual,

denote past lightcones as `− with random variable L−. The space of all possible past

lightcones is L−. Similar notation for future lightcones, their random variables, and the

space of future lightcones is `+, L+, and L+, respectively. We will find a functional form
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of the causal equivalence relation useful in what follows, given as:

`−i ∼ε `−j ⇐⇒ Pr(L+|L− = `−i ) = Pr(L+|L− = `−j ) ⇐⇒ ε(`−i ) = ε(`−j ) . (7.1)

Optimality and uniqueness of causal states are only guaranteed in the infinite-length

limit of pasts and futures. In this case, both L− and L+ are uncountable and the morphs

Pr(L+|L− = `−) are probability densities, which we will now denote as pr(L+|L− = `−).

Moreover, they are probability densities conditioned on measure-zero events L− = `−. If

P satisfies conditional stationarity (which is satisfied for the systems considered in this

work, with fixed local dynamics that are applied uniformly through space and time) then

the morph densities are well-defined and thus so are the causal states. But how can we

access and work with these objects empirically when we only ever have access to finite

samplings of P? There is an uncountable number of pasts `− and for each there is a

continuous probability density pr(L+|L− = `−) over an uncountable number of futures `+.

Each `− is measure zero, so one can never hope to sample an individual morph density

more than once.

7.1.2 Reconstruction Formalism

Clearly approximations are needed to replace the measure-zero objects `− with those of

finite measure. As is usual, we need elements of a σ-algebra ΣL− on L−. In particular,

we would like to partition L− using finite-measure events p− ∈ ΣL− so that the following

densities can actually be sampled from finite data;

pr(L+|P− = p−) =

∫
`−∈ p−

pr(L+|L− = `−)dµ , (7.2)

where
⋃
i p
−
i = L−, p−i ∩ p−j = ∅, and µ(p−) 6= 0 for all p−.

Let γ : `− 7→ p− be the mapping from past lightcones to these finite-measure partition

elements, which we will refer to simply as pasts. The γ mapping from past lightcones to

pasts (sets of past lightcones) generates the following equivalence relation,

`−i ∼γ `−j ⇐⇒ `−i ∈ p−a and `−j ∈ p−a ⇐⇒ γ(`−i ) = γ(`−j ) . (7.3)

For a given process P , how do we construct this partitioning into finite-measure ele-

ments p− of a σ-algebra ΣL−? For discrete-valued processes constructing γ is quite natural
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given that a finite-horizon cutoff h− must be used for reconstruction from finite data: ΣL−

is the cylindrical σ-algebra and the p− are the length-l cylinder sets of L− (past lightcones

that share the same first l symbols).

If P is real-valued, then the space of finite-length pasts L−l is also uncountable (similar

for futures) and so finite-length pasts are still measure-zero objects. The insight of the

LICORS approach is that if two past lightcones are close, according to some metric, then

their morphs must necessarily be close. This is know as the assumption of continuous

histories [233, Assumption 3.1]. Thus for real-valued systems we can partition L−l into

elements of the Borel algebra using distance-based clustering and the resulting clusters

give the finite set of pasts {p−i }. Two past lightcones are γ-equivalent in this case if they

are assigned to the same distance-based cluster, and the γ-function maps past lightcones

to their cluster assignment.

All prior work has used Euclidean distance for lightcone clustering. This gives uniform

weight to all points within the finite time horizon of the lightcone, and no weight to all

points outside. To smooth this step discontinuity, we introduce a lightcone distance with

an exponential temporal decay. Consider two finite lightcones given as flattened vectors a

and b, each of length l;

Dlightcone(a,b) ≡
√

(a1 − b1)2 + . . .+ e−τd(l)(al − bl)2 , (7.4)

where τ is the temporal decay rate and d(i) is the temporal depth of the lightcone vector

at index i. Intuitively, when comparing lightcones we care more about similarities close

to the present than similarities in the distant past. Euclidean distance over lightcones

gives equal weight to these. As a side note, this decayed lightcone distance is similar to

the echo state property that allows for effective reservoir computing and for which the

reservoir will asymptotically wash out any information from initial conditions [261].

Using distance-based clustering for γ-equivalence, the empirical densities pr(L+|p−) =∫
p− pr(L+|L− = `−)dµ can then be sampled. Alternatively, as we will do in this Chap-

ter, the space of future lightcones L+
l can similarly be partitioned into a finite set of

clusters (called futures) {p+
i } using distance-based clustering. Causal equivalence is then

approximated using the discrete distributions Pr(P+|p−).
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In either case, γ-equivalence is seen as a pre-partitioning for causal equivalence. If two

past lightcones are close, their future morphs must necessarily be close, and thus they

are approximately causally equivalent under the ε-map. We thus state a more actionable

version of the continuous histories assumption, which is implicitly used, but not formally

stated, in Ref. [233]: if two past lightcones are γ-equivalent, they are assumed to be

ε-equivalent,

γ(`−i ) = γ(`−j ) =⇒ ε(`−i ) = ε(`−j ) . (7.5)

This is slightly different from the continuous histories assumption, which is a pair-wise

statement. Assumption 7.5 above states that a group of past lightcones are assumed to be

causally equivalent if they are assigned to the same distance-based cluster. While prac-

tically implementable, it is also dependent on the chosen clustering algorithm, including

clustering parameters.

Note that I have used the formalism of γ-equivalence for both the discrete-valued

case and the real-valued case, but the continuous histories assumption does not hold for

discrete processes. It is used for finite-length, real-valued pasts and the intuition behind it

relies on the presumed continuity and smoothness of the dynamical system that produces

P .

Using the empirical morphs, pr(L+|p−) or Pr(P+|p−), which can be sampled from finite

data, we can define an empirical causal equivalence over the finite-measure p− ∈ ΣL− . If

two empirical morphs are close, according to some empirical test, then their pasts are

ψ-equivalent:

p−i ∼ψ p−j ⇐⇒ Pr(P+|p−i ) ≈ Pr(P+|p−j ) ⇐⇒ ψ(p−i ) = ψ(p−j ) . (7.6)

We use the empirical distributions Pr(P+|p−) rather than the empirical densities pr(L+|p−)

because we have defined future lightcones to not include the present site, and so our future

lightcones vectors (with finite horizon h+ > 0) are never dimension 1. This is what is

done in the LICORS work, so that they can perform standard density estimates and tests

over univariate future lightcones. We thus use the further approximation of discretizing
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future lightcones to avoid difficulties with multivariate densities (e.g. multivariate kernel

density estimation [262]).

We can now formally state the causal equivalence reconstruction approximation as:

ε(`−) ≈ ψ
(
γ(`−)

)
. (7.7)

7.1.3 Reconstruction Algorithm

We now use the above formalism to describe our reconstruction algorithm for real-valued

systems. The objective of the algorithm is to reconstruct the empirical approximation

to the ε-function, Approximation (7.7). The core reconstruction parameters are the

past lightcone horizon, future lightcone horizon, and speed of information propagation:

(h−, h+, c). These define the lightcone template, which is shown in Figure 7.1 for systems

with two spatial dimensions, as will be considered in this chapter. In what follows, all

lightcones are considered as finite vectors defined by this template.

Figure 7.1. 2+1 D lightcone template with past horizon h− = 2, future horizon h+ = 2,
and speed of information propagation c = 1. Credit: Nalini Kumar

7.1.3.1 Lightcone extraction

The main task in local causal state reconstruction is estimation of the empirical morphs,

Pr(P+|p−). Ultimately this comes down to counting past lightcone - future lightcone

pairs, (`−, `+). Thus the first step, shown in Algorithm 1, is to extract all such lightcone
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pairs from the given spacetime field(s) x and store them in the paired lists ([plcs], [flcs]).

Lightcones are stored as flattened vectors with dimension dim(`±) =
∑h±

d=0(2dc+1)2. Note

that there will be points along the boundary of x where full lightcones are not present.

The collection of such points is called the margin of x.

Algorithm 1: Lightcone extraction

Data: spacetime field x

Result: lists [plcs] and [flcs]

for spacetime coordinates (t, y, x) ∈ x not in the margin do

read values of L−(t, y, x) in canonical order;

write values to flattened array `−;

add `− to [plcs];

read values of L+(t, y, x) in canonical order;

write values to flattened array `+;

add `+ to [flcs];

end

7.1.3.2 Cluster lightcones

For real-valued systems, like the fluid flows considered here, unique (`−, `+) pairs will never

repeat and so we implement γ-equivalence using distance-based clustering over lightcones.

Because we will use the empirical distribution Pr(P+|P− = p−), and not empirical densi-

ties pr(L+|P− = p−), we will independently cluster over both past lightcones and future

lightcones, as shown in Algorithm 2; γ− : `− 7→ p− is the mapping from past lightcones to

assignments of clusters over past lightcones, and similarly γ+ : `+ 7→ p+ is the mapping

from future lightcones to their cluster assignments.

7.1.3.3 Build morphs

After clustering [plcs] and [flcs] to produce [pasts] and [futures], respectively, we

can build the empirical morphs Pr(P+|P− = p−). They are found as rows of the joint

distribution matrix D, where Di,j = Pr(P−i ,P
+
j ). To get D we simply count occurrences

of pairs (p−, p+) in ([pasts], [futures]). This is shown in Algorithm 3. Note that we
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Algorithm 2: Lightcone clustering

Data: lists [plcs] and [flcs]

Result: list [pasts] of past lightcone cluster assignment labels and list [futures]

of future lightcone cluster assignment labels

begin

Input: [plcs];

perform distance-based clustering using Dlightcone(`
−
i , `

−
j );

write cluster assignment labels to [pasts] such that;

each p−i = [pasts]i = γ−(`−i ): `−i = [plcs]i;

Output: [pasts];

end

begin

Input: [flcs];

perform distance-based clustering using Dlightcone(`
+
i , `

+
j );

write cluster assignment labels to [futures] such that;

each p+
i = [futures]i = γ+(`+

i ); `+
i = [flcs]i;

Output: [futures];

end

use integer labels i ∈ {0, 1, . . . , N−} for the past lightcone cluster assignments (pasts)

p−i , where N− is the total number of past clusters |P−|. Similarly for futures p+
i with

N+ = |P+|.
7.1.3.4 Causal equivalence

With the empirical morphs Pr(P+|P− = p−) in hand we can reconstruct causal equiva-

lence of pasts, i.e. ψ-equivalence, using a two-sample test. We reconstruct ψ-equivalence

using hierarchical agglomerative clustering, as shown in Algorithm 4. Distribution simi-

larity Pr(P+|p−i ) ≈ Pr(P+|ξa) is evaluated using a chi-squared test with p-value 0.05.

The resulting equivalence classes are the approximated local causal states, and the

approximation of ε(`−) is given as Approximation 7.7 using the reconstructed γ and ψ
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Algorithm 3: Build morphs

Data: [pasts] and [futures]

Result: joint distribution matrix D

Initialize D as N− by N+ array of zeros;

for (p−, p+) in ([pasts], [futures]) do

increment Dp−,p+ by 1 ;

end

Algorithm 4: Causal equivalence

Data: joint distribution D

Result: approximated local causal states and ε-map

Initialize empty list [states] of local causal states;

for Pr(P+|p−i ) = Di in D do

for ξa in [states] do

if Pr(P+|p−i ) ≈ Pr(P+|ξa) then

add p−i to ξa; p
−
i ∈ ξa;

update ψ(p−i ) = ξa;

break;

end

end

else

initialize new state as ξb = {p−i , };
add ξb to [states];

update ψ(p−i ) = ξb

end

end
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functions: ε(`−) ≈ ψ
(
γ(`−)

)
.

7.1.3.5 Causal filter

Using the approximated ε-map we can perform spacetime segmentation of x though causal

filtering. The γ-function has already been applied to produce [pasts] by clustering [plcs].

We then apply the learned ψ-function from Causal equivalence, Algorithm 4, to [pasts]

to produce [states]. Because all these lists are in spacetime order, we simply reshape

[states] to get the approximated local causal state field S ≈ ψ
(
γ(x)

)
. Causal filtering

is shown in Algorithm 5.

Algorithm 5: Causal filter

Data: spacetime field x

Result: local causal state field S = ε(x)

Initialize empty local causal state field S with same dimensions as x;

for spacetime coordinates (t, y, x) ∈ x do

read past lightcone: `− = L−(t, y, x);

get local causal state: ε(`−) ≈ ψ
(
γ(`−)

)
= ξa;

write local causal state label in S: S(t, y, x) = a;

end

7.1.4 Distributed Reconstruction Pipeline

As will be discussed further next in Section 7.2, a distributed implementation of local

causal state reconstruction is required for application to real-world systems. Here we

briefly describe how to distribute the reconstruction algorithm across multiple compute

processes. In Section 7.2 below, we give further detail on our actual implementation of

this algorithm in Python.

1. Data loading : Stripe the spacetime data so that the spatial fields for each time-step

in x are stored individually to allow for parallel I/O. Let workset be the time-steps

that each process will extract lightcones from. Because lightcones extend in time,

each process must load extra time-steps (halos), h− at the beginning of workset

and h+ at the end. Each process loads its workset + halos in parallel.
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2. Lightcone extraction: The temporal haloing removes any need for communication

during lightcone extraction, Algorithm 1, which proceeds independently for each

process.

3. Communication barrier : Ensure all processes have their local [plcs] and [flcs] lists

before proceeding.

4. Cluster lightcones : A distributed version of Algorithm 2 is executed across all pro-

cesses. First cluster the past lightcones across all processes. Store the cluster as-

signments labels locally, in order. Then do the same for future lightcones.

5. Build local morphs : Each process counts (p−, p+) pairs in its local ([pasts], [futures])

to build Dlocal. Algorithm 3 is executed locally for each process.

6. Communication barrier : Wait for all processes to build Dlocal.

7. Build global morphs : Execute an all-reduce sum of all Dlocal to yield Dglobal across

all processes.

8. Causal equivalence: Since each process has Dglobal, they can independently recon-

struct the approximated local causal states and ε-map according to Algorithm 4

9. Causal filter : Each process independently applies the ε-map to their workset to

produce Slocal; Algorithm 5 is executed locally for each process.

10. Write output : Each process independently saves Slocal with time-order labels so that

S = ε(x) can be constructed from all Slocal.
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Figure 7.2. Distributed reconstruction pipeline. Credit: Nalini Kumar

7.2 DisCo – HPC Implementation in Python

Before beginning we note that the work presented in this Chapter, and in this Section

in particular, was performed as part of Project DisCo [122]; the goal of which was to

create a high-performance computing implementation of the local causal state analysis for

application to extreme weather events in large climate simulation data sets. The collabo-

rators for this Project, who contributed greatly to the work described below, are: Nalini

Kumar (Intel), Vladislav Epifanov (Intel), Karthik Kashinath (LBNL), Oleksandr Pavlyk

(Intel), Frank Schlimbach (Intel), Mostofa Patwary (Baidu Research), Sergey Maidanov

(Intel), Victor Lee (Intel), Prabhat (LBNL), and James P. Crutchfield (UC Davis).

Theoretical developments in behavior-driven theories have far outpaced their imple-

mentation and application to real science problems due to significant computational de-

mands. Theorists typically use high-productivity languages like Python, which often incur

performance penalties, only for prototyping their method and demonstrating its use on

small idealized data sets. Since these prototypes aren’t typically optimized for production
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level performance, their use in science applications with big datasets is limited. To solve

real science problems, domain scientists often have to rewrite applications, or portions of,

in programming languages like C, C++, and Fortran [263].

Making high-productivity languages performant and scalable on HPC systems requires

highly optimized platform-specialized libraries with easy-to-use APIs, seamlessly inte-

grated distributed-memory processing modes with popular Python libraries (like scikit-

learn), efficient use of Just In Time (JIT) compilers like Numba etc. In Project DisCo,

we use all these techniques to enable optimized Python code from prototype development

to production deployment on more than 1000 nodes of an HPC system. This brings us

closer to bridging the performance and productivity disconnect that typically exists in

HPC, and streamlining the process from theoretical development to deployment at scale

for science applications.

A challenge specific to DisCo is the need for distance-based clustering of lightcone data

structures (described above in Section. 7.1). Compared to traditional clustering datasets,

lightcones are very high-dimensional objects. Though lightcone dimensionality depends on

reconstruction parameters, even the baseline lower bound of O(100) dimensions is already

very high for typical implementations of clustering methods. To facilitate discovery, our

experiments used lightcones with dimension as high as 4495. Also, creation of lightcone

vectors increases the on-node data by O(lightcone dimension ∗ 2). In our largest run,

we process 89.5 TB of lightcone data, which is several orders of magnitude larger than

previously reported lightcone-based methods.

To enable novel data-driven discovery at the frontiers of domain science with the abil-

ity to process massive amounts of high-dimensional data, we created a highly parallel,

distributed-memory, performance optimized implementation of DisCo software includ-

ing two specialized clustering methods (K-Means [264] and DBSCAN [265]). In keeping

with our goal of maintaining scientists’ software development productivity, the libraries

use standard Python APIs (scikit-learn). These distributed implementations will be up-

streamed to benefit the growing community of Python developers.

While unsupervised methods like K-Means [264] and DBSCAN [265] do not place
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theoretical limitations on their use with high-dimensional data, the implementations are

typically optimized for data with very small dimensions. Performing clustering, especially

density-based clustering, in such high dimensions at such data scale has largely been left

unexplored until DisCo. Moreover, due to the large amount of both raw and lightcone

data, DisCo requires this high-dimensional clustering to be done over multi-node dis-

tributed data sets. We developed distributed implementations of K-Means and DBSCAN

with similar API calls as scikit-learn and optimized. Our DBSCAN implementation was

developed specially for high-dimensional data like the lightcones. In the following, we

evaluate the scaling performance with both K-Means and DBSCAN for this large-dataset

high-dimensional clustering problem in Project DisCo.

7.2.1 Contributions

Project DisCo makes the following contributions:

• First distributed-memory implementation of local causal state reconstruction allow-

ing unprecedented capability on large scientific data sets.

• Performs unsupervised coherent structure segmentation that qualitatively outper-

forms state-of-the-art methods for complex realistic fluid flows.

• Demonstrates good single-node, weak scaling, and strong scaling performance up to

1024 nodes.

• Distributed implementation of K-Means and DBSCAN clustering methods for high-

dimensional data using standard Python APIs.

• Achieves high performance while maintaining developer productivity by using newly

developed optimized Python library functions and efficiently using parallelizing com-

pilers.

7.2.2 Related Work

The basic algorithm for real-valued local causal state reconstruction used by DisCo largely

follows that of LICORS [233, 260]. Without an HPC implementation, LICORS focused
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on statistical properties of the algorithm, e.g. convergence, and small proof-of-concept

experiments. Further, this work used the point-wise entropy over local causal states for

coherent structure filters [112], but this approach cannot produce objective segmentation

masks. In contrast, our method readily generates objective segmentation masks.

The first real-valued local causal state reconstruction was done in [231], which also ana-

lyzed complex fluid flows and climate simulations. They were able to work with these data

sets due to efficient data reuse and data sub-sampling from a low-productivity single-node

implementation written from scratch. Even with these optimizations in their implemen-

tation, DisCo produces much higher resolution results with our high-productivity HPC

optimized implementation. Compare the bottom row of Fig. 5 in [231] with Fig. 7.5 in

Section. 7.3. They also used the local causal state entropy, and so were also not capable

of a structural segmentation analysis.

The structural segmentation methods for fluid flows most relevant to DisCo fall under

the heading of Lagrangian Coheret Structures (LCS). These are a collection of approaches

grounded in nonlinear dynamical systems theory that seeks to describe the most repelling,

attracting, and shearing material surfaces that form the skeletons of Lagrangian particle

dynamics [117]. Ref. [113] gives a survey of LCS methods, including two benchmark data

sets we use here. This provides us a key point of comparison to the state-of-the-art for

method validation, given in Section 7.3.

DisCo’s segmentation semantics are built on a structural decomposition provided by

the local causal states. Such a decomposition is similar to empirical dimensionality re-

duction methods, such as PCA [266] and DMD [67]. These methods are used extensively

in fluid dynamics [62] and climate analytics [267].

The current state-of-the-art for detecting coherent weather and climate patterns are

expert-designed empirical heuristics. These combine the wealth of experience that me-

teorologists have systematically gathered over decades and simple physical theories of

weather and climate events [129]. However, there is often no consensus, even amongst the

experts, on the most appropriate, accurate and precise definition for any given weather

or climate event. Hence large projects are organized to bring scientists together to com-
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pare different methods of detecting and tracking weather and climate patterns [130]. In

recent years, scientists have made significant progress in applying methods from machine

learning and deep learning to tackle the problems of event classification, detection, seg-

mentation and tracking [244, 111, 256]. The success of these supervised learning methods,

however, is strongly limited by the availability of reliable and accurate ground truth train-

ing data [131]. Semi-supervised and fully unsupervised segmentation are emerging areas

of research with significant challenges [268].

The key step in the DisCo pipeline requires an unsupervised clustering method. We fo-

cus on the popular K-Means [264] method and the density-based DBSCAN [265]. Further

discussion of clustering in the DisCo pipeline is given in Sections 7.1, 7.2.3, and 7.3.4.

Several distributed implementations of K-Means have been developed over the years.

Ref. [269] is a C-based implementation that uses both MPI and OpenMP for paralleliza-

tion. It evenly partitions the data to be clustered among all processes and replicates the

cluster centers. At the end of each iteration, global-sum reduction for all cluster centers

is performed to generate the new cluster centers. Ref. [270] is an extension of this work

for larger datasets of billions of points, and Ref. [271] optimizes K-Means performance

on Intel KNC processors by efficient vectorization. The authors of Ref. [272] propose a

hierarchical scheme for partitioning data based on data flow, centroids(clusters), and di-

mensions. Our K-Means implementation partitions the problem based on data size, since

its application to climate data is a weak scaling problem. We process much larger data-

sizes, though Ref. [272] showcases good performance for much higher dimensionality, up to

O(106), and clusters O(106) than our use case. For comparison, in our capstone problem,

in the K-Means stage of DisCo workflow we process ∼ 70× 109lightcones (∼ 70× 106 per

node) of 84 dimensions into 8 clusters in 2.32 s/iteration on Intel E5-2698 v3 (vs. 2.5E6

samples of 68 dimensions into 10,000 clusters in 2.42 s/iteration on 16 nodes of Intel

i7-3770K processors in Ref. [272]). We also use a custom distance metric for applying

temporal decay (described in Section 3.2.2) which doubles the number of floating point

operations.

Several distributed implementations have been developed for density-based algorithms.
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BD-CATS is a distributed DBSCAN implementation using union-find data structures

that scales to 8000 nodes on Cori [273]. POPTICS [274] is a distributed implementation

of the OPTICS algorithm using the disjoint-set data structure and scaled to 3000 nodes.

HDBSCAN from Petuum analytics [275] uses the NN-Descent algorithm and approximates

the k-NN graph. While their method has been shown to work for high-dimensional data,

it has not been shown to work at scale. Other implementations such as PDBSCAN [276],

PSDBSCAN [277], PDSDBSCAN [278], HPDBSCAN [279], etc. have been shown to scale

well, but they use specialized indexing structures like k-d trees or ball-trees, which are

sub-optimal for clustering high-dimensional data. To the best of our knowledge, this is

the first implementation to demonstrate clustering to O(100) dimensional data at this

data scale (56 million points per node and 57 billion points in total).

7.2.3 Challenges of Lightcone Clustering

The most significant step, both computationally and conceptually, in the DisCo pipeline is

the discretization of lightcone-space via distance-based clustering. While there are many

choices for distance-based clustering, we focus on two of the most popular clustering

algorithms in the scientific community: K-Means [264] and DBSCAN [265].

The use of clustering in a structural decomposition pipeline, along with the need to

conform to the continuous histories assumption (see Section 7.1), would seem to favor

a density-based method like DBSCAN over a prototype-based method like K-Means.

Density-connectivity should ensure nearby lightcones are clustered together, whereas K-

Means must return K clusters and therefore may put cuts in lightcone-space that separate

nearby past lightcones, violating the continuous histories assumption.

Since we should avoid imposing geometric restrictions on the structures captured by

local causal states, the ability of DBSCAN to capture arbitrary cluster shapes seems

preferable to K-Means, which only captures convex, isotropic clusters. Furthermore, the

restriction to K clusters, as opposed to an arbitrary number of cluster with DBSCAN,

puts an upper bound on the number of reconstructed local causal states. To test these

hypotheses we experimented with both K-Means and DBSCAN at scale to evaluate their

parallel scaling performance and the quality of clustering in the DisCo pipeline on real-
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world data sets. These experiments and results are discussed in Sections 7.2.4, 7.2.5 and

7.3.

7.2.3.1 Distributed K-Means

We developed a distributed K-Means implementation which will be upstreamed to daal4py

[280], a Python package similar in usage to scikit-learn. Daal4Py provides a Python

interface to a large set of conventional ML algorithms highly tuned for Intel R© platforms.

In contrast to other distributed frameworks for ML in Python, daal4py uses a strict single

program, multiple data (SPMD) approach, and so assumes the input data to be pre-

partitioned. All communication within the algorithms is handled under the hood using

MPI.

Our single-node K-Means implementation performs one iteration of the algorithm in

the following way: all data points are split into small blocks to be processed in parallel.

For each block, distances from all points within the block to all current centroids are

computed. Based on these distances, points are reassigned to clusters and each thread

computes the partial sums of coordinates for each cluster. At the end of the iteration

the partials sums are reduced from all threads to produce new centroids. We use Intel R©

AVX2 or Intel R© AVX512 instructions, depending on the hardware platform, for vectorizing

distance computations.

Our multi-node K-Means implementation follows the same general pattern: on each

iteration current centroids are broadcast to all nodes, each node computes the assignments

and partial sums of coordinates for each centroid, and then one of the nodes collects all

partial sums and produces new centroids. We use MPI4Py for collecting partial sums. We

utilize various routines for finding the initial set of K centroids – first K feature vectors,

K random feature vectors, and K-Means++ [264] – provided by Intel R© DAAL (Data

Analytics Acceleration Library).

7.2.3.2 Distributed DBSCAN

We developed both single-node and multi-node implementations of DBSCAN optimized

for use with high-dimensionality lightcone data.

The single-node DBSCAN implementation computes neighborhoods without using
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indexing structures, like k-d tree or ball-tree, which are less suitable for high-dimensional

data. The overall algorithmic complexity is quadratic in the number of points and linear in

feature size (lightcone dimension). Neighborhood computation for blocks of data points is

done in parallel without use of pruning techniques. We use Intel R© AVX2 or Intel R© AVX512

instructions, depending on the hardware platform, to compute distances between points,

giving a 2-2.5x speed-up compared to the non-vectorized version.

For multi-node DBSCAN clustering, the first step is geometric re-partitioning of data

to gather nearby points on the same node, inspired by the DBSCAN implementation of

Ref. [273]. It is performed using the following recursive procedure: for a group of nodes

we choose some dimension, find an approximate median of this dimension from all points

currently stored on a node, split the current group of nodes into two halves (with value

of chosen dimension lesser/greater than the median) and reshuffle all points so that each

node contains only points satisfying the property above.

Next, do geometric re-partitioning recursively for the two resulting halves (groups) of

nodes. Then each node gathers from other nodes any extra points that fall into its bound-

ing box (extended by the epsilon in each direction) similar to [278]. Using these gathered

points the clustering is performed locally on each node (single node implementation) and

the results from all the nodes are then merged into a single clustering.

Because we use an approximate value of the median, the geometric partitions can

sometimes have imbalanced sizes. This can impact the overall performance since different

nodes will complete local clustering at different times and no node can proceed further

until every node has finished. Also, the number of extra points for some geometric par-

titions lying in low and high density regions of the data set may be different, which may

also cause some load imbalance among nodes.

7.2.4 Experimental Setup

Here we describe the data sets used for both the science results and scaling measurements.

We also describe the HPC system – Cori – on which these computations were performed.
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7.2.4.1 Description of the Cori System

All of our experiments were run on the Cori system at the National Energy Research Sci-

entific Computing Center (NERSC) at Lawrence Berkeley National Laboratory (LBNL).

Cori is a Cray XC40 system featuring 2,004 nodes of Intel R© XeonTM Processor E5-2698

v3 (Haswell) and 9,688 nodes of Intel R© Xeon PhiTM Processor 7250 (KNL). Both Haswell

and KNL nodes were used.

Haswell compute nodes have two 16-core Haswell processors. Each processor core has

a 32 KB private L1 instruction cache, 32 KB private L1 data and a 256 KB private L2

cache. The 16 cores in each Haswell processor are connected with an on-die interconnect

and share a 40-MB L3 cache. Each Haswell compute node has 128 GB of DDR4-2133

DRAM.

Each KNL compute node has a single KNL processor with 68 cores (each with 4

simultaneous hardware threads and 32 KB instruction and 32 KB data in L1 cache), 16

GB of on-package MCDRAM, and 96 GB of DDR4-2400 DRAM. Every two cores share

an 1MB L2 (with an aggregate of 32MB total). The 68 cores are connected in a 2D

mesh network. All measurements on KNL reported in this paper are performed with the

MCDRAM in “cache” mode (configured as a transparent, direct-mapped cache to the

DRAM).

Compute nodes in both the Haswell and KNL partitions are connected via the high-

speed Cray Aries interconnect. Cori also has a Sonnexion 2000 Lustre filesystem, which

consists of 248 Object Storage Targets (OSTs) and 10,168 disks, giving nearly 30PB of

storage and a maximum of 700GB/sec IO performance.

7.2.4.2 Libraries and Environment

The DisCo application code is written in Python using both open-source and vendor opti-

mized library packages. We use Intel R© Distribution Of Python (IDP) 3.6.8. IDP

incorporates optimized libraries such as Intel R© MKL and Intel R© DAAL for machine learn-

ing and data analytics operations to improve performance on Intel platforms. We also use

NumPy (1.16.1), SciPy (1.2.0), Numba (0.42.1), Intel R© TBB (2019.4), Intel R©

DAAL (2019.3) and Intel R© MKL (2019.3) from Intel R© Anaconda channels. MPI4Py
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(3.0.0) is built to use the Cray MPI libraries.

For all K-Means experiments, our optimized implementation was built from source

with Cray MPI and ICC (18.0.1 20171018). These will be contributed back to Intel R©

daal4py. We compile our DBSCAN implementation with Intel R© C/C++ Compilers (ICC

18.0.1 20171018) and without the -fp-model strict compiler switch which can impact

the vectorization performance. Both K-Means and DBSCAN are linked to Cray MPI

binaries as well.

For scaling tests we installed the conda environments on the Lustre filesystem to

improve Python package import times for large runs on Cori [263]. For K-Means experi-

ments, we run the code with 1 MPI process per Haswell socket and limit the number of

TBB threads to 32 on a node with -m tbb -p 32 flags to the Python interpreter. For

DBSCAN experiments we run the code with 1 MPI process per node and 68 tbb threads

on KNL, and 1 MPI process per node with 32 threads on Haswell nodes.

7.2.4.3 Datasets

Two benchmark data sets – 2D turbulence and clouds of Jupiter – were chosen for val-

idation against a survey of LCS methods from Ref. [113] and a simulated climate data

set was chosen to demonstrate scientific and scaling performance on a real-world scientific

application, as in [126].

The Jupiter data is interpolated RGB video taken over a period of 10 days by the

NASA Cassini spacecraft and converted to integer grayscale [281]. The 2D turbulence

data set is the vorticity field from direct numerical solutions of 2-dimensional Navier-

Stokes equations using pseudo-spectral methods in a periodic domain [282]. The climate

data set, used for scaling experiments, is simulated data of Earth’s climate from the 0.25-

degree Community Atmospheric Model (CAM5.1) [283]. Climate variables are stored on

an 1152 x 768 spatial grid (float32), with a temporal resolution of 3 hours. Over 100

years of simulation output is available as NetCDF files. Our hero run processed 89.5 TB

of lightcone data (obtained from 580 GB of simulated climate data).
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7.2.5 Performance Results

We performed both K-Means and DBSCAN weak-scaling and strong-scaling experiments

with the CAM5.1 climate dataset. For weak-scaling the data size per node is held fixed

as the number of nodes increases (i.e. the total amount of data processed increases),

while for strong-scaling the data size aggregated over all the nodes is held fixed as the

number of nodes increases (hence the data size per node varies for strong-scaling). K-

Means experiments are run on Cori Haswell nodes and DBSCAN experiments are run on

both Cori Haswell and Cori KNL nodes. The performance of each stage of the pipeline

as well as the total wall-clock time to solution (including synchronization) for an end-

to-end single run is measured in seconds. These measurements capture the end-to-end

capability of the system and software, including the single node optimizations, efficiency

of the distributed clustering methods, and interconnect subsystems.

7.2.5.1 K-Means: Single-Node Performance

Table 7.1 shows the breakdown of execution time of different stages of the DisCo pipeline

developed from scratch on one Haswell and one KNL node.

The data read stage simply reads the spacetime field data into memory which is then

processed in extract to generate lightcone vectors. This involves reading spatiotemporal

neighbors of each point in the field and flattening them into an n-dimensional vector.

These are serial read/write operations that are unavoidable, but the memory access pat-

tern can be optimized. Using Numba decorators for JIT optimization to improve caching

and vectorization performance, we obtained a 64x speedup on Haswell and 134x speedup

on KNL node resulting in overall speedup of 16.9x on Haswell and 62x on KNL over

the baseline implementation inspired by [231]. For the cluster lc stage, we compare our

optimized K-Means implementation which gives ∼20x better performance than stock

scikit-learn [284]. The other three stages take only a small fraction of the execution time

and have little to gain from directed optimization.

7.2.5.2 K-Means: Multi-Node Scaling

All experiments were conducted with h± = 3, c = 1, number of clusters K=8, and

iterations=100 for K-Means clustering. The results are shown in Figure 7.3. Extract is
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Table 7.1. Single-node performance of the different stages of the DisCo pipeline before
and after optimization

Stage Haswell, time(s) — KNL, time(s)

Baseline
Opti-

mized

Speed

up
Baseline

Opti-

mized

Speed

up

data read 3.32 3.29 1 8.44 7.01 1.2

extract 519.64 7.85 65 4713.47 35.13 134

cluster lc 399.63 19.03 21 513.63 26.34 19

morphs 0.85 0.86 1 6.19 6.16 1

equivalence 0.002 0.002 1 0.56 0.02 26

causal filter 0.14 0.14 1 0.49 0.49 1

Total 923.58 31.20 29.6 5242.78 74.93 70

embarrassingly parallel and thus, shows excellent scaling.

For weak scaling on Haswell, we used 220MB/node of raw data (80 timesteps of 1152

x 768 spatial fields). After lightcone extraction (84 dimension vectors of float32 data),

the size of input to the clustering stage increases to 87.44GB/node. We achieved weak-

scaling efficiency of 91% at 1024 nodes, measured against performance at 8 nodes. This

is expected from increased amounts of time spent in communication at the end of each

K-Means iteration as node concurrency increases.

For strong scaling experiments on Haswell, we used 64 timesteps per node on 128

nodes, 32 timesteps per node on 256 nodes, 16 timesteps per node on 512 nodes, and

8 timesteps per node on 1024 nodes. After lightcone extraction the total size of input

data to the clustering stage is 54GB. We achieved 64% overall scaling efficiency and 81%

clustering efficiency at 1024 nodes. At 1024 nodes, the amount of local computation

workload on a node is small compared to the number of synchronization steps within

K-Means and in the end-to-end pipeline.

7.2.5.3 DBSCAN: Single-Node Performance

We used the pipeline optimized for K-Means results, shown in Table 7.1. In the clus-

ter lc stage, we use our implementation of the DBSCAN algorithm discussed in Section
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Figure 7.3. Breakdown of execution time spent in various stages of the DisCo on
Haswell nodes with K-Means. Top : weak scaling and Bottom: strong scaling. Parallel
efficiency are plotted on the secondary axis. Credit: Nalini Kumar
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Figure 7.4. Breakdown of execution time spent in various stages of the DisCo on
Haswell and KNL nodes with DBSCAN. Top : weak scaling and Bottom: strong
scaling. Parallel efficiency are plotted on the secondary axis. Credit: Nalini Kumar
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7.2.3. Designed for high-dimensional clustering, it does not use indexing data structures

for nearest neighbor calculations. On the 2D turbulence data set, the scikit-learn DB-

SCAN with brute-force neighborhood computation is more than 3x faster than the default

scikit-learn DBSCAN, which uses k-d trees, while producing reasonable results (less than

20% noise points). In turn, our DBSCAN implementation is more than 3x faster than

the scikit-learn brute implementation (same clustering parameters) due to better on-node

parallelization and use of AVX2 and AVX512 vector instructions for computing neighbor-

hoods and distances.

7.2.5.4 DBSCAN: Multi-Node Scaling

We performed DBSCAN weak scaling and strong scaling runs using the climate data set

on both Haswell and KNL nodes. All experiments were conducted with minpts = 10 and

eps=0.05 for DBSCAN clustering. The results are shown in Figure 7.4.

For weak scaling on Haswell and KNL, we split a single timestep of the 1152 x 768

spatial field across 8 nodes. At 1024 nodes, we achieved a scaling efficiency of 34.6%.

The poor scaling efficiency can be attributed to several causes. One, as discussed in

Section 7.2.3, distributed DBSCAN uses geometric partitioning to gather adjacent points

on the same node. Then, at each step, every node clusters its local data subset before

merging results among different nodes. Two, since we didn’t use indexing data structures

to perform local clustering in DBSCAN, the complexity of each step is O(dimensionality∗
|size of the partition|2). Third, the total clustering time is equal to the running time of

the slowest node, which is the node containing the largest data partition. As the number

of nodes increases, it leads to an increase in imbalance in number of points between nodes

and increased total running time, as can be seen in Figure 7.4. We are exploring ways of

better partitioning the initial data to resolve the load imbalance issue while maintaining

the scalability with increasing number of dimensions.

For strong scaling on Haswell and KNL, we used a single timestep of the 1152 x 768

spatial field per node for the 128-nodes run; one timestep across 2 nodes for the 256-

nodes run; one timestep across 4 nodes for the 512-nodes run; and one timestep across

8 nodes for the 1024-nodes run. We achieved an overall scaling efficiency of 38% and
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Table 7.2. Load distribution from geometric partitioning in DBSCAN

Nodes 128 256 512 1024

Min 87392 81960 84963 70824

Max 130867 130147 154574 172377

Average 105156 105156 105156 105156

Median 104378 104759 103854 103666

clustering efficiency of 52% on 1024 Haswell nodes. Increasing the number of nodes, while

preserving the total input data size, results in a proportional decrease of partition sizes

gathered per node. From the quadratic dependency on the number of points mentioned

earlier, reducing the sizes of the partitions by 2x, decreases the execution time by 4x.

However, since the partitions are not balanced, the obtained efficiency from increasing

the number of nodes is marginally lower than the expected 4x reduction in execution

time.

7.2.6 Hero Run

Our largest run processed 89.5 TB of lightcone data (obtained from 580 GB of simulated

climate data) with distributed K-Means clustering on 1024 Intel Haswell nodes with 2

MPI ranks/node and 32 tbb threads/processor. We do not use Cori burst buffer. 580GB

of climate data is read from the Cori /cscratch/ filesystem for generating nearly 90TB of

lightcone data, after extract, which resides in the on-node memory. The left column of

Figure 7.3 shows execution times for this run. The total time to solution was 6.6 minutes

with a weak scaling efficiency of 91%. This suggests that further scaling may be possible.

7.2.7 Intel Legal Disclaimers

“Software and workloads used in performance tests may have been optimized for performance only on

Intel microprocessors.

Optimization Notice: Intel’s compilers may or may not optimize to the same degree for non-Intel micro-

processors for optimizations that are not unique to Intel microprocessors. These optimizations include

SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the avail-

ability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel.

Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors.
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Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please

refer to the applicable product User and Reference Guides for more information regarding the specific

instruction sets covered by this notice. Notice Revision #20110804

Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems,

components, software, operations and functions. Any change to any of those factors may cause the results

to vary. You should consult other information and performance tests to assist you in fully evaluating your

contemplated purchases, including the performance of that product when combined with other products.

For more information go to www.intel.com/benchmarks.

Performance results are based on testing as of April 10, 2019 and may not reflect all publicly available

security updates. See configuration disclosure for details. No product or component can be absolutely

secure.

Configurations: Testing on Cori (see 7.2.4) was performed by NERSC, UC Davis, and Intel, with the

spectre v1 and meltdown patches.

Intel technologies’ features and benefits depend on system configuration and may require enabled hard-

ware, software or service activation. Performance varies depending on system configuration. Check with

your system manufacturer or retailer or learn more at [intel.com].

Intel, the Intel logo, Intel Xeon, Intel Xeon Phi, Intel DAAL are trademarks of Intel Corporation or its

subsidiaries in the U.S. and/or other countries. *Other names and brands may be claimed as the property

of others.”
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7.3 Lagrangian Coherent Structures
With the theory and HPC implementation in place, we now present preliminary results demonstrating

the ability of the local causal states to capture emergent coherent structures in complex spatiotemporal

systems. In particular, we bring the local causal state analysis to bear on the Lagrangian coherent

structure (LCS) problem in complex fluid flows.

The local causal state fields that are the direct output of DisCo, without additional semantic analysis

(described further below), can be considered a “structural decomposition” of the flow. Incorporating the

physics of local interactions to generalize the computational mechanics theory of structure (Section 3.1.6)

to spatiotemporal systems, the local causal states are a more principled and well-motivated decomposition

approach compared to empirical dimensionality reduction methods such as PCA and DMD (see Sec. 7.2.2),

or automated heuristics like TECA.

But does the structural decomposition of the local causal states capture meaningful “structure”?

What constitutes physically meaningful structure in complex fluid flows is an incredibly challenging open

problem [62, 113]. Even something as seemingly obvious as a fluid vortex does not have a generally

accepted rigorous definition [285]. This is to say that it is impossible to give a quantitative assessment of

how close our method gets to ground truth because ground truth for this problem currently does not exist.

Validating results that are otherwise not externally well-defined is a challenge faced by any unsupervised

method.

In the absence of a quality metric to compare different methods against, the community standard is

to qualitatively compare methods against each other. In particular, the Lagrangian approach to coherent

structures in complex fluids is gaining wide acceptance and Ref. [113] surveys the current state-of-the-

art Lagrangian Coherent Structure methods (see Sec. 7.2.2). We directly compare our results with the

geodesic and LAVD approaches (described below) on the 2D turbulence data set from [113] and the

Jupiter data set from [113] and [286].

There are three classes of flow structures in the LCS framework; elliptic LCS are rotating vortex-

like structures, parabolic LCS are generalized Lagrangian jet-cores, and hyperbolic LCS are tendril-like

stable-unstable manifolds in the flow [117]. The geodesic approach [117, 286] is the state-of-the-art

method designed to capture all three classes of LCS and has a nice interpretation for the structures it

captures in terms of characteristic deformations of material surfaces. The Lagrangian-Averaged Vorticity

Deviation (LAVD) [287] is the state-of-the-art method specifically for elliptic LCS, but is not designed

to capture parabolic or hyperbolic LCS.

The local causal states are not a Lagrangian method (they are built from spacetime fields, not

Lagrangian particle flow) so they are not specifically designed to capture these structures. However,

LCS are of interest because they heavily dictate the dynamics of the overall flow, and so signatures of

LCS should be captured by the local causal states. As we will see in the results and comparisons in
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Sections 7.3.2 and 7.3.3, this is indeed the case.

Snapshot images for our structural decomposition results on the three fluid flow data sets using

K-Means clustering in the DisCo pipeline are shown in Figure 7.5. DBSCAN results are discussed in

Section 7.3.4. We emphasize that DisCo produces a spacetime segmentation; the images shown are

single-time snapshots taken from spacetime videos. The left image of each row in Figure 7.5 – (a), (d),

and (f) – are snapshots from the unlabeled “training” data used for local causal state reconstruction. As

an unsupervised method, nothing else is needed beyond the raw observable spacetime data. The other

image(s) in each row are corresponding snapshots from the latent local causal state decomposition fields,

which are the output of Algorithm 5: causal filtering, the final stage in the DisCo pipeline. Parameters

used for reconstruction are given in the caption of Figure 7.5. Full segmentation videos are available at

the DisCo YouTube channel [6].

Recall from Section 1.2.1 that for segmentation each point in spacetime (pixel in the video) is assigned

a class label. The extreme weather event segmentation masks shown in [126] have the following semantics:

cyclone, atmospheric river, and background. In contrast, the segmentation classes of DisCo are the

local causal states. Each unique color in the segmentation images – Figure 7.5 (b), (c), (e), and (g) –

corresponds to a unique local causal state. Further post-processing is needed to assign semantic labels

such as cyclone and atmospheric river to sets of local causal states. We will discuss this further in

Section. 7.3.2 and Section 7.4.

7.3.1 Reconstruction Parameters

Before we examine the LCS results in detail, a discussion of how reconstruction parameters affect the

local causal state structural decomposition is in order. The complex fluid flows of interest are multi-scale

phenomena and so the question of how they are structured may not have a single answer. Different notions

of structure may exist at different length and time scales. With this in mind, we found that essentially all

reconstruction parameters yield a physically valid structural decomposition. Varying parameters adjusts

the structural details captured in a satisfying way.

Larger values of K in K-Means produce refinements of structural decompositions from smaller values

of K, capturing finer levels of detail. The speed of information propagation c controls the spatial-scale

of the structural decomposition and the decay-rate τ controls the temporal coherence scale. Because

uniqueness and optimality of local causal states are asymptotic properties, lightcone horizons should be

set as large as is computationally feasible. Though some finite cutoff must always be used. The lightcone

horizon creates a discrete cut in the amount information of local pasts that is taken into account, as

opposed to the smooth drop-off of the temporal decay.

The local causal states, using different parameter values, provide a suite of tools for analyzing struc-

ture in complex, multi-scale spatiotemporal systems at various levels of description. Finally, we note that

the τ →∞ (or, equivalently the h± → 0) limit produces a standard K-Means image segmentation, which
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(d) NASA Cassini Jupiter cloud data in grayscale (e) Jupiter local causal state field

(b) Turbulence state field, fine structure(a) Turbulence vorticity field (c) Turbulence state field, coarse structure

(f) Water vapor field of CAM5.1 climate model simulation (g) Climate local causal state field

Figure 7.5. Structural segmentation results for the three scientific data sets using K-
Means lightcone clustering. The leftmost image of each row shows a snapshot from the
data spacetime fields, and the other image(s) in the row show corresponding snapshots
from the reconstructed local causal state spacetime fields. Reconstruction parameters
given as (h−, h+, c,K−, τ): (b) - (14, 2, 1, 10, 0.8), (c) - (14, 2, 1, 4, 0.0), (e) - (3, 3,
3, 8, 0), (g) - (3, 3, 1, 16, 0.04). K+ = 10 and 0.05 for chi-squared significance level
were used for all reconstructions. Full segmentation videos are available on the DisCo
YouTube channel [6]
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captures instantaneous structure and does not account for coherence across time and space.

7.3.2 2D Turbulence

While still complex and multi-scale, the idealized 2D turbulence data provides the cleanest Lagrangian

Coherent Structure analysis using our DisCo structural decomposition. Figure 7.5 (a) shows a snapshot

of the vorticity field, and (b) and (c) show corresponding snapshots from structural decompositions using

different reconstruction parameter values. Both use the same lightcone template with h− = 14, h+ = 2,

and c = 1. To reveal finer structural details that persist on shorter time scales, Figure 7.5 (b) uses τ = 0.8

and K = 10. To isolate the coherent vortices, which persist at longer time scales, Figure 7.5 (c) was

produced using τ = 0.0 and K = 4. As can be seen in (b), the local causal states distinguish between

positive and negative vortices, so for (c) we removed this asymmetry by reconstructing from the absolute

value of vorticity.

All three images are annotated with color-coded bounding boxes outlining elliptic LCS to directly

compare with the geodesic and LAVD LCS results from Figure 9, (k) and (l) respectively, in [113]. Green

boxes are vortices identified by both the geodesic and LAVD methods and red boxes are additional

vortices identified by LAVD but not the geodesic. Yellow boxes are new structural signatures of elliptic

LCS discovered by DisCo. Because the background potential flow is mapped to a single local causal

state state, colored white, in (c), all objects with a bounding box can be assigned a semantic label of

coherent structure since they satisfy the local causal state definition given in Section 6.1 as spatially

localized, temporally persistent deviations from generalized spacetime symmetries (i.e. local causal state

symmetries). Significantly, DisCo has discovered vortices in (c) as coherent structures with this very

general interpretation as locally broken symmetries. Further, this structural decomposition was performed

with large past lightcones h− = 14 and that have no temporal decay τ = 0.0. Thus vortices are found to

be the most long-lived coherent objects in this flow, and all shorter-lived fluctuations in the background

potential flow get mapped to a Euclidean-symmetry domain (i.e. a single-state domain).

In the finer-scale structural decomposition of (b) we still have a unique set of states outlining the

coherent vortices, as we would expect. If they persist on longer time scales, they will also persist on the

short time scale. The symmetry of the background potential flow is broken further, revealing additional

organization that largely follows the hyperbolic LCS stable-unstable manifolds. Because they act as

transport barriers, they partition the flow on either side and these partitions are given by two distinct

local causal states with the boundary between them running along the hyperbolic LCS in the unstable

direction. For example, the narrow dark blue-colored state in the upper right of (b) indicates a narrow

flow channel squeezed between two hyperbolic LCS.
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7.3.3 Clouds of Jupiter

Figure 7.5 (d) shows a snapshot from the Jupiter cloud data, with corresponding structural decomposition

snapshot in (e). The Great Red Spot, highlighted with a blue arrow, is the most famous structure in

Jupiter’s atmosphere. As it is a giant vortex, the Great Red Spot is identified as an elliptic LCS by both

the geodesic and LAVD methods [286, 113]. While the local causal states in (e) do not capture the Great

Red Spot as cleanly as the vortices in (b) and (c), it does have the same nested state structures as the

turbulence vortices. There are other smaller vortices in Jupiter’s atmosphere, most notably the “string

of pearls” in the Southern Temperate Belt, four of which are highlighted with blue bounding boxes. We

can see in (e) that the pearls are nicely captured by the local causal states, similar to the turbulence

vortices in (b).

Perhaps the most distinctive features of Jupiter’s atmosphere are the zonal belts. The east-west

zonal jet streams that form the boundaries between bands are of particular relevance to Lagrangian

Coherent Structure analysis. Figure 11 in [286] uses the geodesic method to identify these jet streams

as shearless parabolic LCS, indicating they act as transport barriers that separate the zonal belts. The

particular decomposition shown in (e) captures a fair amount of detail inside the bands, but the edges of

the bands have neighboring pairs of local causal states with boundaries that extend contiguously in the

east-west direction along the parabolic LCS transport barriers. Two such local causal state boundaries

are highlighted in green, for comparison with Figure 11 (a) in [286]. The topmost green line, in the center

of (d) and (e), is the southern equatorial jet, shown in more detail in Figure 11 (b) and Figure 12 of [286].

Its north-south meandering is clearly captured by the local causal states.

7.3.4 Lightcone Clustering Revisited

So what about DBSCAN, which was expected to be the more appropriate clustering method for the DisCo

pipeline? For DBSCAN we found that most typical outcomes either classify most points as noise or into

one single cluster. Some density parameters give O(1000) clusters, but most contain O(1) lightcones. All

cases do not yield physically-meaningful segmentation output.

As a density-based method, when compared to K-Means, DBSCAN faces the curse of dimensionality

[288, 289]. Distinguishing density-separated regions becomes exponentially difficult in high-dimensional

spaces, such as the lightcone spaces used in our applications. Further, a limiting assumption of DBSCAN

is that all clusters are defined by a single density threshold. Adaptive methods like OPTICS [290] and

HDBSCAN [291] may perform better for complex data. The results we observe from experiments with

DBSCAN suggests that the lightcone-spaces of complex fluid flows do not contain clear density-separated

regions, and thus do not yield to a density-based discretization.

Figure 7.6 shows snapshots of spacetime segmentation results of the turbulence data set using both

DBSCAN (a) and K-Means (b). The K-Means result in Figure 7.6 (b) is copied from Figure 7.5 (b)

for easier visual comparison with the DBSCAN results in Figure 7.6 (a), which used reconstruction
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(a) Turbulence local causal state field using DBSCAN (b) Turbulence local causal state field using K-Means

Figure 7.6. Comparison of structural segmentation results on 2D turbulence using
DBSCAN (a) and K-Means (b) for lightcone clustering. The K-Means results in (b)
are the same as Figure 7.5 (b), repeated here for easier comparison. The DBSCAN
results shown in (a) use reconstruction parameters (h−, h+, c) = (3, 2, 1), τ = 0.0, eps
= 0.0, and minpts = 10.

parameters (h−, h+, c) = (3, 2, 1), τ = 0.0, eps=0.0005, and minpts = 10. We can see that the DBSCAN

segmentation does outline structure in the flow, but it is all detailed structure of the background potential

flow. None of our experiments with different parameter values were able to isolate vortices with a unique

set of local causal states, which, as demonstrated above, is possible with K-Means. This inability to isolate

vortices, along with the patchwork pattern of decomposition in parts of the background flow suggest that

a single density threshold of lightcone space, which is assumed by DBSCAN, is incapable of coherent

structure segmentation.

Similarly, our DBSCAN experiments on the climate data typically yielded outcomes that either

classify most points as noise or into one single cluster. Some density parameters give O(1000) clusters,

but most contain O(1) lightcones. All of these cases do not yield physically meaningful segmentation

output, which again points to the shortcoming of a single density threshold. As can be seen in Figure 7.5

(f), the CAM5.1 water vapor data is very heterogeneous in space; the water vapor values are much

more uniform towards the poles (the top and bottom of the image) than in the tropics (center). The

polar regions will contribute a relatively small, but very dense, region in lightcone space compared to

contributions from the tropics.

From experiments it appears that K-Means attempts to uniformly partition lightcone-space, which is

consistent with these spaces not being density-separated. If this is in fact the case, the convex clusters that

uniformly separate lightcone-space which result from K-Means are actually the most natural discretization
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of lightcone-space concordant with the continuous histories assumption used during reconstruction, as

described in Section 7.1.

Despite prior assumptions and intuitions, K-Means appears to be a much more effective clustering

method for hydrodynamic coherent structure segmentation using our DisCo pipeline. That being said,

there are plenty of other applications for which density-based clustering using DBSCAN is the appropriate

choice. Our DBSCAN implementation has now made this algorithm available for large, high-dimensional

applications, with the same easy-to-use Python API as found in scikit-learn.

7.4 Extreme Weather Events
Finally, we return to climate science. Figure 7.5 (g) shows the local causal state decomposition of the

CAM5.1 water vapor field shown in Figure 7.5 (f). While our decomposition of the turbulence and

Jupiter data align nicely with the LCS analysis in [113] and [286], we are not yet able to use the climate

decomposition to construct segmentation masks of weather patterns.

However, given the promising decomposition in Figure 7.5 (g), we believe this is achievable. The

climate decomposition shown here was performed solely on the water vapor field, and not on all physical

variables of the CAM5.1 climate model, like was done in [126]. While we see signatures of cyclones

and atmospheric rivers outlined in Figure 7.5 (g), it is not surprising that these structures are not

uniquely identified from the water vapor fields alone; this would be akin to describing hurricanes as just

local concentrations of water vapor. More contextual spacetime information is needed. This includes

additional physical fields, and the use of larger lightcones in reconstruction.

A key distinguishing feature of hurricanes is their rotation. While rotation has its signature in the

water vapor field, the three timesteps used for the lightcones in our local causal state reconstruction

cannot capture much of this rotation. The vorticity field, as used for the 2D turbulence data, gives

instantaneous local circulation. From Figure 7.5 (b) and (c) we see that vortices are easier to capture

from vorticity. Additionally, hurricanes have distinctive patterns in temperature and pressure, for example

a warm, low pressure inner core. Including the vorticity, temperature, and pressure fields into the climate

decomposition will help yield a distinct set of states that identify hurricanes as high rotation objects with

a warm, low pressure core that locally concentrate water vapor..

Similarly, atmospheric rivers (ARs) have distinguishing characteristics in other physical fields, most

notably water vapor transport, that will help identify ARs when added to the decomposition. The use

of larger lightcones should be particularly helpful for creating AR masks, as their geometry is crucial for

their identification, which extends over a much larger spatial scale than can be captured by the depth-3

lightcones used in the reconstruction here.

Although our structural segmentation requires information from multiple physical observables to iden-

tify extreme weather events, the generality of the local causal states will allow us to do this. Lagrangian
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approaches to coherent structures in fluid flows are based on Lagrangian particle flow dynamics. Such

methods can not be applied to thermodynamic aspects of climate, like temperature and water vapor.

The local causal states, which require only spacetime field data, can be applied to thermodynamic fields,

as we have shown here.
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[64] M. Budǐsić, R. Mohr, and I. Mezić. Applied Koopmanism. Chaos: An Interdisci-
plinary Journal of Nonlinear Science, 22(4):047510, 2012.
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